Stat 581,2004: Homework 5: Outline solutions

1. (a) We find that [[}x; is maximized s.t. > 7x; = K when all the x; are equal, so
G' = [[tzi < 7", s0G, < A, Repeating with 1/z; in place of z; we get G,;' < H, L.

So for all real positive values of x;, H, < G, < A,, and hence for non-negative random variables
X; with probability 1.

(b) If E|X;| < oo, E(1/|X;]) < o0, and E|log(X;)| < oo, and E(X;) = a, E(1/X;) = h™! and
E(log(X;)) = log(g) then, by SLLN,

(An,log(Gp),1/H,) —as. (a,log(g), h~1), Then , by continuous mapping theorem (A, Gy, H,) —a.s.
(a,g,h). (Hence also converges in probability.)

(

c) If also EX? < oo, E((1/X;)?) < oo, and E(log(X;)? < oo, then by the multivariate CLT
Vi(An = a, log(Gn) —log(g), Hy' = h™") —a Z ~ Ns(0,%)

where 211 = VaI‘(XZ'), 212 = COV(X,‘,IOg(XZ')), 213 = COV(Xi,l/XZ'), etc.
Now use 6-method, with v(z,y,z) = (x,exp(y),1/z),
so v = diag(l,exp(y), —22) = diag(1l,g,—h~2) at the mean point, and

Vi(An = a, Gy) =g, Hy—h) —q (Vv)-Z ~ N3(0,(7v)E(vv))

2. Zy =min(X;,Yy), 6 = I(X; <Y5), fxy(z,y) = fla;:0)9(y).

(a) On Z =2z, 6 =1, pdf = f(2;6)g(y) on y > z) integrates to f(z;0)(1 — G(z)).
On Z =2,0 =0, pdf = f(z;6)g(z) on = > z) integrates to g(z)(1 — F(z;6)).
Together: h(z,5,0) = (f(0)(1 — G(2))(9(2)(1 — F(z;0))*°.

(b)
logh = odlogf + dlog(1—G) + (1—-9)logg + (1 —0)log(l—F)
= —d(logh + Z/0) + ... — (1-06)Z/0
dlogh 9
50 5/0 + Z/0
9 logh 9 3
502 = 6/6= — 2Z/6

Now E(6) = P(X <Y) = [F(y)g(y)dy = [(1—exp(y/0))g(y)dy.

Also E(0logh/00) = 0 gives E(Z) = 0E(9).

So I1(0) = 673(20E(5) — OE(5)) = E(8)/6%. For an n-sample, I,,(§) = nl(0) = nES§/62.

CRLB = 1/1,(0) = 6%/n(f(1— e ¥/%)g(y)dy)

Note this makes sense: if observe all the X;, info is n/6? and we expect to observe a proportion E(§)
of them.

3. (a) po(z) = Ofi(z) + (1 —0)fa(z).

dlogp fi(x) — fa(z)

= SO

00 po(x)

B dlogp\? _ (fi(z) = fa(x))?
hie) = E(( o6 )) - [
1,(0) = nLi(0), var(T) > 1/1,(0), if E(T) = 6.




(b) Let S; be the support of fi: SN Sy = @

_ ft 13
L(0) = 5 H—}Idx s 2)f2
= 0! + (1—0)*1 = 1/6(1-10)

(c) Regarding this as a missing data problem (see JAW 3.10, as per hint)

Y:i = (X’Lv(s) 5:10a’SXNf17f2

go(z,8) = (f1(2)0)°(fa(x)(1—6))'~°
logg = const + dlogh + (1—9)log(l—6)
01 ) -5 0?1 ) -0
el — iy Tt = a0 = 1800
dlogp  fi(z) — fa(x) dlogq B . . O0fi(=)
Now 50 = o) = E( 50 | X—:c> since E(0|X = x) = e

So E((@laoegp>2> - E<E<a§§q | X>2>
o(e(%7) 1 %) = (%5

4. (a) K ~ P(uB), so () = const — uB + K (log(u) + log(B)), so i = K/B which has variance
B~*(uB) = u/B.

(b) Presence and observation of plants are independent, so this is still a (now non-homogeneous)
Poisson process. Expected number of plants observed is 2 [ exp(—Az)(puL)de = 2uL/\.

Further, Pr(xz|observed) oc Pr(obs |z)Pr(z) o exp(—Az), so normalizing the density we have
fx(@s)) = Aexp(—Az).

(c) The likelihood for (u, A) is

IN

mu\ ¥ r
Pr(K = k;2uL/N) fa(z1, ..., 2p | K = k) (/\> exp (—M) HAexp(—)\xi)

2ulL
= 4k exp( —L—/\ZQEZ

(d) £ = klog(u) — 2uL/X — XY, z; and solving the likelihood equations gives A = (Z)~! and
i = kA/2L. Taking negative of expected second derivatives gives the information matrix (inverse of
asymptotic variance-covariance matrix) as I, = 2L/Au, I,y = —2L/A% and I,y = 4uL/)3.

(e) If B=2L/\, I"™ = B/pu, confirming (a).

Then I, = (B/p) — (B/A\)?*(M\?/2uB) = B/(2p), so exactly one half the information about  is
lost by the need to estimate .



