Survival Statistics

Stats notes by D.Jaffe. Last revised January  2005

KEY POINTS:

1) Remember stats can only give you information on precision and random errors. A high precision (small relative standard deviation) result can still be orders of magnitude off, if systematic errors are present;

2) Stats should only be used to support reasonable conclusions. Just because a stats test says it is true, apply common sense.  If a result is so obvious or the effect is large enough, you do not need to do a statistical test.  Heed Mark Twain’s words: “there are lies, damned lies and statistics”;

3) Also, 43% of all statistics are worthless….
4) More….did you know that the great majority of people have more than the average number of legs?  (Think about it….!)
No seriously folks…..

**********************************

A word about your data…..

Once you collect a set of data, or before you start to analyze someone else’s data, the first thing to do is to explore the dataset using a basic statistics package.  Your exploration should be rather free form, but should definitely include a set of basic statistical descriptions such as the data count, mean, median, mode, standard deviation, skewness, min and max.  Together these parameters give an important overview of your data.  It is also very important for you to ascertain what are reasonable values and whether your dataset has values which are out of the “reasonable” range.  

Measurements and uncertainty: Precision and Accuracy

Every time you make a measurement, there is an uncertainty associated with it. This uncertainty is composed of two parts: random, uncontrollable errors and systematic or controllable errors.  The random errors are described by the precision, or reproducibility of a measurement.  Random errors give values which are both above and below the true value, and so therefore by making more measurements and taking the mean, you get a better estimate of the true value.  The closer are replicate measurements, the smaller are the random errors.  Systematic errors are often more difficult to quantify.  For example, if you know you are making a mistake, then you would fix it!  Systematic errors are always in one direction, therefore, making more measurements does not help resolve systematic errors.   Statistics only gives us information on the random errors, it provides little help in identifying systematic errors.  
Some examples of accuracy and precision follow:
Accurate, but not precise:







 



Precise, but not accurate:






Accurate and Precise:





 


Types of Distributions:

For a distribution of measurements form a single population (that is all measurements are of the same quantity) a Gaussian distribution is common. This distribution can then be described by an average (or mean) and a standard deviation, such that 68% of the observations will lie within +/- one standard deviation of the mean and 95% within 2 standard deviations of the mean. A typical distribution might look like:
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Contrast this with the following:
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This is referred to as a log-normal distribution.  Taking the log of the value will usually transform this into a normal distribution.


Finally, one can also have a bimodal distribution which is really composed of two separate populations added together. Often, if you can identify a segregating variable, a t-test can be used to separate the two modes and you can then proceed with normal statistics.  
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Standard deviation:
There are two different standard deviations that you need to be aware of:

The population standard deviation (() and the sample standard deviation:

When a large number of replicate measurements have been made (N ≥ 20) the population standard deviation can be determined from:

 ( = [ ∑(Xi – Xmean )²/N ]1/2  

Summed up over all data points (i)

Xi = individual data points

X​mean = mean

N = # data points

For smaller data sets, we can not be certain that our measurements (population) are truly representative of the total population. In this case we use a more conservative approach in calculating the standard deviation. The term S refers to the sample standard deviation and is calculated as:





S =  [ ∑ (Xi - Xmean )² / (N – 1) ]1/2

As above, summed up over all data points (i)

As N approaches 20 or so S → ( . Note that some calculations and some computer programs know the difference between S and (. Since chemists usually deal in small numbers of replicates, it is important to use S, unless you make a large number of observations (20 or more).

Confidence Limits:

Knowing a measured standard deviation we would like t be able to state the exact uncertainty in our answer. Strictly speaking, we are not able to do this. Instead we can calculate a range of uncertainty at a given probability level, ( Sort of like gambling) and this is what the confidence interval (C.I.)  or limits is all about. Chemists usually quote a “95% C.I.” This means the range over which one is 95% confident a particular answer lies. The C.I. is calculated from:

C.I. = (( (Z () / √ N)

When ( is known. 

Z are tabulated in standard deviation books. For a 95% confidence Z = 1.96

When S is know instead:

C.I. = ( (t S) / √ N

t’s are called “student t” and are also tabulated in statistics books. Here aer some values for 95% C.I. 

D.O.F.

t
1

12.7

2

4.3

3

3.18

4

2.78

8

2.31

14

2.14

∞

1.96

Note that as N → ∞ t → Z as it must. Also note that N –1 is the number of “degrees of freedom” in this case. 

When reporting an “answer” both standard deviation and C.I. are commonly quoted. Note that “12.38 ( .08 grams” does not tell whether the .08 is a standard deviation or a C.I. 

Always report clearly what this error means (SD, CI or what).
Regressions
Regressions are a powerful and commonly used (and abused) technique. Regressions can be used on several variables and in linear and non-linear combinations. Most common is the simple linear regression which determines a straight line of form:




y = mx + b

m = slope
A standard “least squares’ linear regression finds the best line which fits a set of x,y data. Two assumptions are inherent in a standard least squares regression:

1) That there is in fact a linear relationship between x and y.  A linear regression does not tell you if there is a better model to apply;

2) That there are only random errors in the y variable, but not the x variable.

This is an ok assumption for most ‘calibration curve” type relationships where the x variable is “standard concentration” and the y variable is “instrument response” but you must examine linearity carefully.

The equations to calculate the least squares linear regression fit can be found in any standard stats text.  There are some important parameters that give information on the quality of the fit.  These are:
Sr = standard deviation of y estimate

Sm = standard deviation of the slope

Sb = standard deviation of the intercept
Sc = standard deviation of an interpolated point.  This calculation is needed to determine the uncertainty in a point determined from a calibration curve.  
An important note about linear regression: Always calculate and graph the residuals.

Residual = yi – (mx + b)

Residual = yi – Yfit

The residuals should be randomly distributed about zero. 

Correlation Coefficient:

A correlation coefficient (r) is a measure of the degree to which two variables are correlated.  R values range from –1 to +1, with +1 indicating perfect correlation and –1 indicating perfect inverse correlation.  Often R2 values are quoted so that higher values of R2 are associated with stronger correlations (positive or negative).  However two points need to be made about r values:

1) A high r value does not indicate cause and effect;

2) R2 is a measure of the degree of variability in the y variable that can be explained by changes in the x variable.  So for example an r2 value of 0.56 implies that 56% of the variability in y is explained by changes in x.

There are a number of ways to determine if the relationship is statistically significant.  A quick and easy way is to compare the absolute value of r, with values from a table such as the one below:


D.O.F. 
Critical value of R at a probability of .05

1

.997

2

.950

3

.878

4

.811

5

.754

6

.707

7

.666

8

.632

9

.602

10

.576

20

.423

*From: Practical Statistics for Analytical Chemists by R.L. Anderson, Van Nostrand Reinhold, 1987.

So this means that an r value greater then the value in the table implies a statistically significant relationship at a confidence of 95% or greater.  Note that D.O.F. for a linear relationship is N-2, where N is the number of data pairs.  For a more complete table of values, refer to a s
Most programs will easily calculate regressions.  Excel, for example, readily calculates regression lines, will give you the equation for the line and the R value, but it is not easy to get out other statistical parameters that you need to do a full analysis.  Sometimes the R value is enough.  But if you need a full statistical analysis, you must go to a program like SPSS or use the equations above.

Important caveats about linear regression:

1) A good R value does not mean your points are linear.  You must look at a plot of the data and the residuals to see if a linear model is reasonable.  Also it is important to watch for outliers as linear regression will be strongly affected by one or two extreme points.  

2) A significant correlation does not imply cause and effect.  It could be that both the X and Y variables are dependent on a third variable or that there is a much more complex effect then a simple independent/dependent relationship.

Comparisons

Comparison of slopes:

To compare two slopes from a calibration or least squares regression, calculate the 95% C.I. and see if these overlap.  Can not easily do this with Excel, you must use SPSS .

Comparison of the mean of a set of observations with an accepted or true value:

Calculate the 95% C.I. for the set of observations and see if this overlaps the accepted value.

Comparison of means-T-tests:
To compare the means of two separate data sets we first must decide if the standard deviations are known, equal but unknown, or unequal and unknown. For the unequal and unknown case

T = (X1 – X2) / √ (S1²/N1) + (S2²/N2) 

DOF = ((S1²/N1) + (S2²/N2) / ((S1²/N1)²/(N1 + 1)) + ((S2²/N2)²/(N2 +1))

If Ttable < Tcalc. then the two means are significantly different. 

You can use Excel or SPSS to do a t-test.  There are several choices involved, including whether you want to do 1-tailed or 2-tailed, whether you want to assume the variances are equal or unequal and whether this is a “paired t-test”.  You will need to spend some time with Excel to learn the best way to proceed, which will depend on the specific case involved.  Here is some example data, with calcs from an Excel spreadsheet:
	
	Group 1
	Group 2
	Group 3
	Group 4

	Sample 1
	1
	1
	2
	9

	Sample 2
	2
	1
	3
	8

	Sample 3
	3
	2
	2
	9

	Sample 4
	2
	3
	4
	8

	Sample 5
	3
	4
	5
	9

	Sample 6
	2
	3
	4
	7

	Sample 7
	1
	1
	5
	9

	mean
	2.000
	2.143
	3.571
	8.429

	sd
	0.8165
	1.215
	1.2724
	0.7868

	
	
	
	
	

	
	Excel t-test probabilities
	

	Groups:
	1 vs 2
	2 vs 3
	3 vs 4
	

	2 tailed,unequal variance
	0.8012
	0.0528
	6.3E-06
	

	1 tailed,unequal variance
	0.4006
	0.0264
	3.1E-06
	

	1 tailed, equal variance
	0.4003
	0.0264
	9.0E-07
	

	
	
	
	
	

	The paired t-test is fundamentally different:
	

	Groups:
	1 vs 2
	2 vs 3
	3 vs 4
	

	1 tailed, paired t-test
	0.3445
	0.0125
	9.1E-05
	

	2 tailed, paired t-test
	0.6891
	0.0249
	1.8E-04
	


The t-test function in Excel is “=ttest(array1,array2,tails,type).  This function will return the probability that the two distributions are from the same parent population.  I.E. a number less than .05 means there is a 95% chance or better the two distributions are different.  Use the Excel help function to learn how to use this function.
The usual t-test does not assume that each sample should be the same, but rather asks if the two distributions are the same.  A paired t-test is a special case, which looks at the difference between each sample.  A paired t-test must have the same number of samples for each group, whereas a normal t-test does not have this requirement.  A classic example of using t-test is when one does an analysis on different samples, using one or more methods (groups in the above example). So in this case, we would expect each sample value in each group to be the same or close.  A paired t-test asks if there is evidence of bias by one method (group) vs another.  A normal t-test does not assume that each sample should have the same value, but rather that each distribution will be similar.
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“Log-normal” Distribution








“Normal” Distribution
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1 σ  ( 1 s.d.) = 840








