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This dissertation describes the development of a scientific apparatus for trapping ultracold
quantum gases of atomic lithium and ytterbium, and discusses the studies of interactions
between such particles under a range of experimental conditions. The atoms are sequentially
magneto-optically trapped and cooled, and subsequently transferred to an optical dipole
trap. It is shown that, due to the details of the electronic structure of the constituent
species, as well as the large atomic mass of ytterbium, the system is well-suited for cooling
to temperatures well below a microkelvin, and for subsequent studies of quantum few- and
many-body physics. The dynamical behavior of the ultracold samples is studied at a wide
range of interaction strengths. These are controlled by means of externally applied magnetic
fields, or by optical transfer of atoms to long-lived, metastable orbitals.

The work described in this paper paves the way for a large number of future experiments,
including studies of quantum few-body physics in highly mass-mismatched systems and

studies of dipolar matter using ultracold LiYb molecules.
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1 Introduction

When I began my research at the University of Washington, the field of ultracold quantum
gases had been in rapid progress for over a decade. The first Bose-Einstein Condensates
(BECs) had been demonstrated twelve years prior,|2, 3| (I recall reading about the dis-
covery in Science Illustrated as a child) and the field of ultracold atoms had subsequently
expanded in many directions. Perhaps most notably, there had been a widespread shift of
interest toward fermionic systems [4, 5] and studies of Bardeen-Cooper-Schieffer-like (BCS)
superfluids.[6, 7] Several groups had already delved into the physics that govern the fascinat-
ing BEC-BCS crossover,|[8, 9] and magnetic Feshbach resonances had been used to synthesize

molecules, some of which were showing remarkable in-trap stability and longevity.

1.1 One electron, two electron, red electron, blue electron

Most of the attention of ultracold atomic physicists was initially directed toward the alkali
group of elements, due to the simplicity of its hydrogen-like structure. After the first BECs
were produced in rubidium in 1995 [2] it did not take long before quantum degeneracy was
achieved in sodium, [3] lithium,[10] and hydrogen.[11] Quantum degeneracy of fermionic
potassium followed in 1999 [4] and cesium finally in 2003.[12]

For comparison, the first non-alkali species to be brought to quantum degeneracy was yt-
terbium in 2003.[13] (Helium degeneracy was achieved in 2001, using the alkali-like, metastable
3S; state.[14]) Due to its closed f-shell of electrons, ytterbium is structurally equivalent to a
group-IT atom, and it has since been joined by the “true” alkaline-earth species calcium [15]
and strontium|[16] in the society of Bose-condensed species. At the time of writing, only three
species with open core shells — chromium, dysprosium and erbium — have been brought to
degeneracy,|17, 18, 19] while direct laser cooling of even more structurally complex systems
such as molecules is still in the early stages of development.|20]

As I joined my group at the UW 2007, the field of ultracold atoms was in the middle
of a shift away from the now mature field of of single-alkali systems. With the growing
availability of high-quality commercial lasers at almost any wavelength, two new directions
were being explored.

The first of these was a growing interest in laser-cooling and trapping alkaline-earth and
rare-earth atoms. Such two-electron atoms differ from alkali atoms in several important
respects: the availability of narrow intercombination transitions for efficient laser cooling,
wide ranges of stable isotopes with small isotope shifts, and large overall atomic mass, to
mention a few. Whereas the alkalis all have electronic spin S=1/2 in the ground state,

non-alkali elements range from S=0 (Yb, Sr) all the way up to to S=5. (Dy [18]) Finally,
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the availability of metastable states and ultranarrow “clock” transitions provide additional
experimental tools not available in one-electron species. For these reasons and others, a large
number of groups were starting up new experiments with alkaline-earth-like atoms.

The second direction was toward production of stable, ground-state molecules of alkali
atoms. Although direct cooling of molecules was a yet-inaccessible route, other experimental
techniques involving magnetic Feshbach resonances had been demonstrated in single-species
experiments.[21, 22| Several groups had already taken the step of adding a second atomic
species to their experiments, and were exploring experimental pathways to ultracold, het-
eronuclear molecules.|[23, 24| The principal motivation in trapping heteronuclear molecules
is their intrinsic, permanent electric dipole moment. Interactions in ultracold gases are typi-
cally short-range, (1/r%) isotropic, and modeled simply as delta-function contact potentials,
whereas polar molecules exhibit dipole-dipole interactions that are both long-range (1/r%)

and anisotropic.

1.2 Why not both?

Our ambition from the outset was to combine these two directions into a single research
project: to trap and cool mixtures of alkali and spin-singlet atoms, for production of het-
eronuclear molecules, and studies of strongly interacting mixtures. Such an experiment,
while tapping into the most salient features of both of the above research areas, would also
present unique opportunities. For instance, ground state molecules from two such species
would have an odd number of valence electrons, leading to a net magnetic moment. Further-
more, differences in electronic structure could be exploited with spin-selective manipulation
not typically available in bi-alkali systems.

Our species of choice were 6-lithium, a fermionic alkali atom with well-known properties,
and ytterbium, which has several bosonic and fermionic isotopes available. In fact, laser-
cooling of Ytterbium had previously been explored by Norval Fortson in the very same lab
where we set up shop in 2007. Aside from the PI’s first- and second-hand familiarity with
these elements, Li and Yb were chosen for a number of reasons. Firstly, they constitute a
mixture of alkali and spin-singlet species. Secondly, their very large mass ratio, my/mp; ~
30, opens up various studies of strongly mass-mismatched systems. Thirdly, the availability
of a broad magnetic Feshbach resonance in °Li allows for studies of strongly interacting
systems. And finally, because ytterbium has a large selection of naturally occurring fermionic
and bosonic isotopes, with widely varying scattering properties.

The Li-Yb experiment started out with two long-term goals: to study thermodynamic

properties of Li using Yb as a probe, and to synthesize LiYb molecules.
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The former of these goals was largely inspired by a 2006 experiment at MIT, in which a
superfluid of SLi was interrogated using a moving perturbation in the trapping potential.[25]
This experiment succeeded in demonstrating Landau’s prediction of a critical velocity in
superfluids, but left several technical questions unanswered. These questions could be cir-
cumvented by replacing the perturbation with a heavy, ballistic, and microscopic probe such
as an Yb atom. Our goal thus was (and still is) to study the structure of collective excitations
in the BEC-BCS crossover regime using Yb as a perturbative or ballistic probe.

One of the initial inspirations for the second goal — to synthesize molecules — came
from a range of experiments that have been carried out by various groups to search for a
permant electric dipole moment (EDM) of the electron, as a test of fundamental symmetries
in nature.[26] Such experiments have been carried out in atomic beams of ThO, PbO or
YbF': heavy, paramagnetic, and polar molecules supporting a single unpaired electron. The
LiYb molecule, due to its alkali-spin-singlet configuration, has such an unpaired electron, and
may be used as a novel electron EDM probe. The advantage of our experimental proposal
over existing ones was the possibility of very long interrogation times of several seconds:
much greater than the millisecond timescales available in beamline experiments. Although
this aspiration has since been tempered by theoretical predictions, suggesting that the LiYb
dipole moment is significantly smaller than initially supposed, there is still a possibility that
such an experiment could be carried out, either with ground-state LiYb molecules or with
the metastable LiYb* system.

However, even beyond such an EDM search, paramagnetic, polar molecules such as LiYb
offer a marvellously wide range of interesting experiments. The long- and short-range inter-
actions between such molecules may be studied in a smooth trap, or in an optical lattice.
In the latter, they may be used to simulate lattice spin models, and study exotic condensed
matter phases. Chemical reactions could be studied, and controlled with externally applied
electric and magnetic fields. Their multiple degrees of freedom also make them an attractive
candidate for scalable quantum computing schemes.

Aside from these experimental paths in the Li-Yb system, our apparatus has also formed
the starting point for a single-species experiment with ytterbium In this experiment a three-
arm atom interferometry scheme, controlled by laser pulses, will be used to accurately mea-
sure the fine structure constant «. At the time of writing, this project has completed its

data collection in the Li-Yb machine, and moved on to a separate trapping apparatus.
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1.3 The Machine awakens

[ was fortunate enough to join the PhD program almost concurrently with our PI arriving
at the University of Washington, and was able to join the experiment at its outset. Our
very first group meeting was held in the lab, which consisted of two empty tables and some
scattered remnants of the previous experiment: an old wavemeter, two Titanium-Sapphire
ring lasers, some RF electronics, and the venerable “Norvalator” vacuum chamber.

Since then a complex machine has been erected over several years. Our complex system
of vacuum chambers was baked out and brought to UHV just in time for the holidays in 2008,
after a year of careful planning and numerous design revisions. The first lithium atoms were
trapped in a magneto-optical trap (MOT) during Spring Break in 2009, and successfully
transferred to an optical dipole trap (ODT) in December of the same year. Meanwhile, with
the competent aid of our first post-doc Vlad, we succeeded in laser-trapping ytterbium on
the narrow intercombination line in September 2009 and had it co-trapped with lithium in
the ODT just in time for the 2010 March Meeting in Portland. Over the next year we studied
the stability of the mixture, and developed a scheme for cooling the two species together,
culminating with the observation of simultaneous quantum degeneracy in April 2011. Our
experiment had thus come to full maturity, and was ready to start chipping away at the
boundaries of human knowledge!

The machine, now fully operational, has since been generating a steady stream of scientific
research, which shows no sign of stagnating. T consider myself lucky to have participated in
the building stages of the experiment, which I enjoyed immensely, and to have been around

to partake in the first fruits of this large project.
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Part 1

Quantum Gases of Atoms & Molecules

<200 nK
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2 Bose & Fermi Physics

The study of quantum many-body physics in atomic traps has existed for almost 20 years,
and has unquestionably become a mature field. Many references already exist detailing the
behavior of trapped Bose and Fermi gases,[27, 28, 29, 30| and only a brief outline will be

given here.

2.1 Bosons & fermions in harmonic traps

In classical statistical mechanics, the phase space density of particles in a non-interacting

gas subject to an external potential is given by the Boltzmann distribution

f(p, @) = e (2.1)

where = 1/(kgT), and € = €(p, &) is the energy of a single particle with position Z and
momentum p. In quantum statistics, however, the classical distribution is replaced by the

occupancy function

1

f= e F 1 (2.2)
which gives the expected number of particles found in a quantum state with energy e. The
new parameter p is the chemical potential of the system. We use the convention of the upper
sign (-) pertaining to bosons, and the lower sign (+) to fermions.

The local density approximation (LDA)" prescribes the consideration of a small unit cell,
across which the potential can be taken to be constant, and modeling the particles within
this volume as a homogeneous quantum gas. The density of particles within that cell can

then be found by adding up all the possible momenta.

L 1 d®p
n(z) = /€B< (2.3)

p? = 3
ﬁ‘FU(%)*}L) -1 h3

= +

5Lz (£&e V@) (2.4)
TdB

!The LDA is held to be valid in systems in the thermodynamic limit, where the chemical potential is
much greater than the energy level separation. In such cases, f can be treated as a smooth function, sums
over quantum states can be replaced with integrals.

Previous Page: Formation of a Bose-Einstein condensate in a gas of '™Yb atoms. Each plot
shows a 2D projection of the momentum distribution of the atoms.
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a) — Li,,()
— Li(»)
— Li,,(x)

Figure 2.1: Effects of Bose and Fermi statistics. a) The polylog function Liz/s(z), plotted on
the domain [-3,1| b) Density distributions of three gases with equal mean particle energy: a
Fermi gas at T = 0 (red line), a Bose gas at T" = T¢ (blue line), and a classical Boltzmann
gas (dashed, black line). The same gases are plotted with one and two dimensions integrated
out. Note that the contrast becomes less pronounced in reduced dimensions.

Here Apgp is the thermal de Broglie wavelength, and £ = e is the fugacity of the system.

The function Li,(x) is the n-th order polylogarithm of x, which can be expressed as

Li,(z) = Z% (2.5)

The polylogarithm for relevant values of n is plotted in Figure 2.1a. Note how the
functions curve away from the x-axis on the positive side, and toward the x-axis on the
negative side. This causes the density of a Bose gas to tend to build sharp peaks, whereas
the Fermi density tends to form broad, flat peaks. This, of course, is just a consequence of
the propensity of bosons to lump together and fermions to repel one another, often referred
to as “Fermi pressure.” This behavior emerges only at low temperatures, where the fugacity
approaches unity. At higher temperatures, where ¢ < 1, the gas probes only the region of
the polylogarithm very close to zero, where it is approximately linear, and the Boltzmann
distribution is recovered.

The form of the polylogarithm given in equation (2.5) can be used to analytically integrate
the polylog function. This is useful for deriving the lower-dimensional distributions, where

one or more dimensions are integrated out. In the common case of a harmonic trap, U(¥) =

1,22
2 Wi,
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nSD($,y) - 4+ Li, (ife—ﬁém<wgw2+w5y2+w§z2)) (26)

Nrap
nap(w,y) = iﬁ (];iT) Li, (ige—%’”(wiw”wif)) (2.7)
mp(z,y) = =+ ATldB ( h%)%im (ige*ff%mwiﬁ) (2.8)
N = + (%)3&3 (££) (2.9)
Here 0 = (wyw,w.)'/? is the geometric mean of the trap frequencies. Note that the

order of the polylog increases by 1/2 each time we reduce the dimensionality. By inspecting
equation (2.5), one can see that this corresponds to an attenuation of the non-linear terms
in the series expansion of Li,(z). Since the first term corresponds to the classical limit,
this means that the quantum characteristics become less pronounced in lower-dimensional
projections. (See Figure 2.1b.)

The 2D and 1D distributions are of particular experimental interest, since techniques
for imaging atom clouds do not return the full, 3-dimensional distribution, but only the
projection (column density) along some axis.

It is also of experimental interest that the density distributions maintain their functional
form after release from the trap. To calculate the distribution after some time of flight 7,

one simply applies equations (2.6)-(2.8) with a rescaled set of trap frequencies

Wi
VIt Wit

and divides by an overall factor (1 + w?72)*?2 to maintain normalization.

w; — (2.10)

In the zero-temperature limit, the Fermi distribution function becomes a step function
with a sharp cutoff at € = p. Thus, the integral in equation (2.3) evaluates trivially to yield

the zero-temperature Fermi density distribution,
. d®p

1 [2m 3/2
= M — | — (= U(Z 2.12
oo | - v@n| 0 (2.12)
Note that the density distribution goes sharply to zero at the point where p = U(Z). In
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a harmonic trap, one obtains the Fermi radius

2F
Ry = a (2.13)

mw?

where E is the Fermi energy — the highest particle energy in the system at zero temperature
— which, by construction, is equal to the zero-temperature chemical potential. By integrating

equation (2.12) over all space, we derive a useful expression for the Fermi energy.

Ep = (6N)Y3ha (2.14)

This energy can furthermore be converted to a characteristic temperature, Tr = Er/kp.
The Fermi temperature marks the regime where the quantum behavior of the system begins
to emerge, and allows the experimenter to report temperatures in terms of the system-

independent dimensionless parameter T'/Tr. For homogeneous systems, or when working in
h2k2,
2m

the LDA, it is also common to assign a Fermi wavevector kr such that Ep =

In the case of bosons, the occupancy function f becomes non-analytical at p = 0, where
it predicts an infinite number of atoms in the ground state. This, of course, marks the onset
of Bose-Einstein condensation (BEC). Below this point, equation (2.9) does not account for
the condensed atoms, but only the thermal component Ny,. It is then instructive to rewrite

equation (2.9) as

7\3
Ny, = N (—) T <Te (2.15)

Tc
where the subscript “th” indicates the thermal component of the gas, IV is the total number

of atoms, and the critical temperature

T = (%)me (2.16)

is the temperature of the BEC phase transition. The expression includes the Riemann zeta
function ((3) = Liz(1) ~ 1.202. It may come as a surprise that the critical temperature
for Bose condensation has exactly the same scaling behavior as the Fermi temperature,
(differing only by a factor ~ 1.7 for equal particle number and trap frequencies) given the
very different derivations used above. This is, however, a straightforward consequence of
quantum statistics emerging when the phase space density (PSD) — the probability of a
given quantum state being occupied — approaches unity. At temperatures above degeneracy,

the PSD takes the approximate (classical) form p = nA}, 5.
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Figure 2.2: Density profile of a BEC, with 0, 1, and 2 dimensions projected out. As with the
thermal distributions in Figure 2.1, the sharp features are increasingly washed out in higher
dimensions.

We may also manipulate equation (2.15) to yield the fraction of atoms in the condensate.

No T\?
() T<T 2.17
N (TC)’ = ¢ (2.17)

In practice, although the ground state occupancy number of equation (2.2) diverges as
1 — 07, one nonetheless ends up with > 0 after the onset of condensation, since repulsive
interparticle interactions within the condensate raise the energy of the ground state. Solving
the nonlinear Schrodinger equation (Gross-Pitaevskii equation) in the Thomas-Fermi limit,

we derive a functional form for the condensate density distribution.

ne(7) = Max {4:;2@ (14— U(@)) ,o} (2.18)

Here a is the s-wave scattering length.? For a harmonic potential, the projected distri-

butions in reduced dimensions (plotted in Figure 2.2) have the form

1 1 3/2

neap X <,u - Emwsgf - Emwixz) (2.19)
1 2

neap X (u — §mw§x2) (2.20)

2The s-wave scattering length a is an interaction parameter that is independent of the finer details of
the scattering potential. Its validity as a one-stop-shop for modeling interactions is limited to dilute gases,
where 2-body interactions dominate, at temperatures below the s-wave limit. This is the regime where
typical scattering momenta k < 1/7¢s, where r.sy is the effective range of the scattering potential. Given
the diluteness and low temperature involved in quantum fluid experiments, it is usually safe to talk about
interactions simply in terms of a.
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2.2 Feshbach resonances

An area of atomic physics that has been the subject of intense theoretical and experimental
scrutiny in recent years is the studies of dilute, strongly interacting gases. With the use of
Feshbach resonances, we are now able to access a highly idealized regime that is both dilute
and strongly interacting; i.e. the scattering length a is greater than the interparticle spacing,
while the effective range r.s¢ of the interaction potential remains much smaller than other

length scales in the system.

regp <n”Sa (2.21)

Broadly speaking, a quantum scattering resonance occurs when a bound or quasi-bound
state of the interatomic potential has nearly the same energy as the scattering state. Scat-
tering events with nearly zero energy are then greatly enhanced by their proximity to the
bound state, and such particles experience an amplified scattering cross-section.

A specific type of resonance, known as a Feshbach resonance, may occur in systems in
which there are multiple, weakly coupled internal states. One example is two alkali atoms
with nonzero nuclear spin. Two such atoms, when they collide, may be in the singlet state
of their total electronic spin, S = 0, or in a triplet state S = 1. Mediated by their hyperfine
structure, the atoms may “flip” from one such electronic configuration to the other, if it
is energetically permitted. In the event that a bound state of one spin state (called the
“closed channel”) is within some energy range ¢ of a scattering state of the other, (the “open
channel”) a Feshbach resonance exists, and the scattering length of the system diverges.
Quantum perturbation theory tells us that the width ¢ of such a resonance is determined by
the strength of the hyperfine coupling Hamiltonian that drives the spin-exchange.

A degeneracy such as in the above example may be induced using an external magnetic
field, which adds a selective bias to the energy of the S = 1 state. This sort of magnetic
Feshbach resonance is a tool used by a large number of research groups to access various
interaction regimes.

One remarkable feature of Feshbach resonances is that the coherent coupling between
the open and closed channel gives rise to a bound state of the dressed system. The binding
energy of this bound state decreases as one approaches resonance from one side, and reaches
zero at resonance, where the bound state dissolves into the free particle continuum. Such
Feshbach states constitute very weakly bound molecules, with internuclear separation of
order a, and binding energy h?/(ma?). The molecules may subsequently be adiabatically
brought away from the resonance, where the open and closed channels are decoupled and

the molecules remain permanently bound.
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Figure 2.3: A Feshbach resonance occurs when, in a system with two or more internal
configurations the bound state of one configuration couples strongly to the scattering state
of another. Here, the open channel potential is shown in blue, the closed channel potential
in black, and the width of the coupling Hamiltonian in yellow.

The vanishing of the bound state is, of course, related to the resonant scattering be-
havior, as hinted earlier in section. In fact, at the resonance point the scattering length
flips sign, from positive to negative infinity, causing the interactions to go from repulsive to
attractive. This gives the experimenter access to a vast range of interaction regimes, and the
crossing from attractive to repulsive interactions has been one of considerable recent interest,

although, as we shall see, this transition is not as abrupt as one might believe from fig. 2.4.

2.3 Strongly interacting fermions

With the availability of widely tunable interactions offered by Feshbach resonances, atomic
physicists have been able to conduct a fascinating array of studies on the few- and many-body
physics of strongly interacting particles. In such studies, fermions are frequently chosen over
bosons, as the physics involved is applicable to many “real-world” problems in nuclear physics
(structure of heavy nuclei, neutron star crusts) and condensed matter physics, (superconduc-
tivity, ferromagnetism) all of which involves spin-1/2 particles. Furthermore, a degenerate
Fermi gas, by virtue of its repulsive Fermi pressure, is far more dilute than a BEC, and
thus better satisfies the condition of equation (2.21). Finally, the Pauli-suppression of s-
wave interactions between identical particles strongly suppresses many-body processes in a
two-component Fermi gas.

Very close to resonance, where the 2-body scattering length overtakes the interparticle
spacing, a > n~'/3, the notion of a scattering length becomes vague, as the individual

~Y

scattering events can no longer be considered as independent, or evaluated in the canonical
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Figure 2.4: The °Li Feshbach resonance at 834G. By tuning the magnetic field, one may
access a wide range of interactions, (red line) from strongly repulsive (a > 0) to strongly
attractive (a < 0), as well as interaction-free regions at the zero-crossing at 528G. A bound
state of the Liy molecule (blue line) dissolves into the free-particle continuum at the resonance
point, giving rise to the divergent scattering behavior.

“far-field” picture r > a. Furthermore, as the de Broglie wavelength of typical scattering
partners (which is of the order 1/kp for a degenerate gas) becomes comparable to a, we expect
the scattering cross-section to develop an energy dependence. We can see this quantitatively

by studying the s-wave scattering amplitude

1
fo—ﬂ

where the phase shift §q relates to the scattering length as tan dg = —ka. In the low-energy

(e*® —1) (2.22)

limit, or weak interaction limit, fy ~ —a, whereas in the limit +ka > 1 — often called the
unitary limit — the scattering amplitude saturates at fy = +i/k. The scattering length has
then vanished from the scattering Hamiltonian, and all interaction effects in the system must
be universal — that is independent of a.

If one wishes to quantify this behavior, one might consider a zero-temperature Fermi gas
in a homogeneous potential. The chemical potential, which for a non-interacting gas is equal

to Er at zero temperature, may then be modeled as

f= Er + Usg (2.23)

The interaction term Uy, is typically a function of the scattering length. However, in the
unitary limit the scattering length is no longer a valid parameter: In fact, the only length

scale left to choose from is the Fermi wavelength 1/kp, and the only energy scale the Fermi
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21.2

energy thlF . Uiy must therefore be some multiple of the Fermi energy, and we write

p=(1+B)Ep (2.24)

where 3 is the so-called Bertsch parameter, which is yet to be determined. Its notational
overlap with the reciprocal temperature is an unfortunate, but well-established convention.
In some cases the parameter £ = (1 + (3) is given instead.

Using the LDA, we may treat an inhomogeneous Fermi gas in any smooth potential as
a distribution of homogeneous systems with local chemical potential . and local Fermi
energy ex. We may then extract all the other parameters of interest for the global system.

For a harmonic trapping potential, we compute

po—= (148) (2.25)
Ep — (14 8)Y?Ep (2.26)
Rp — (1+pA)Y'R (2.27)
c — (14 p8)Y4 (2.28)

where u is now the global chemical potential, and ¢ is the speed of sound in the gas. The
arrows indicate the mapping of a parameter in the interaction-free case to the unitary regime.
These are just a few examples of how every measure of the system ends up scaling as some
power of (1 + f3).

The only problem is that the constant [ is really hard to calculate or measure! Great
effort, both theoretical and experimental has gone into pinning down the value of this uni-
versal parameter, and it is now generally agreed that 5 ~ —0.6. The negative value means
that universal interactions are intrinsically attractive, whereas the condition 5 > —1 guar-
antees that unitary Fermi gases are thermodynamically stable: in the opposite case, where

(14 /) < 0, the interactions would overcome the Fermi pressure, causing the gas to collapse.

2.3.1 The BEC-BCS crossover

Let us now briefly turn to the case of fermions with weak attractive interactions. It is
known from Bardeen-Cooper-Schrieffer (BCS) theory that such a system exhibits a superfluid
phase transition at a critical temperature, which is of order T¢ ~ Tpexp(—n/kp |a]) when
krla| < 1. In condensed matter systems, where typical Fermi temperatures are several
times 10K, this temperature is usually a few Kelvin. In atomic systems, due to their

extreme diluteness, such transition temperatures are unattainably low, and one is forced to
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Figure 2.5: Cooper pairing in a two-component Fermi gas. a) Only particles near the Fermi
energy, where unoccupied outgoing channels exist, may undergo scattering, and the final
momentum states must also lie on the Fermi surface. Two particles with a net momentum
are therefore constrained to scatter into the 1-dimensional circle shown. b) Particles with
zero net momentum, however, may scatter into any other point on the Fermi surface, and
thus will interact far more strongly.

seek a non-idealized superfluid regime where 1/kpa is of order unity.

Such Fermi superfluidity is a consequence of the formation of so-called Cooper pairs near
the Fermi surface of the particles’ momentum distribution. Since identical, ultracold fermions
do not undergo s-wave scattering, a balanced mixture of two distinguishable components
(ents (e.g. different spin sta.g. different spin states) is required. The Cooper pairing effect
is, roughly speaking, a consequence of Pauli exclusion: any scattering event between two
particles is going to have its outgoing channel constrained to momentum states that are not
already occupied. At very low temperatures, the only states that are both Pauli-allowed
and energetically allowed are in the narrow band of partially occupied states near the Fermi
surface. This effectively reduces the scattering problem to two dimensions, as shown in Figure
2.5. Now, according to quantum mechanics, bound states of weak attractive potentials that
are forbidden in 3D may still exist in a 2D system, and this is the mechanism that allows
the formation of Cooper pairs. The constituents of the Cooper pairs always have equal and
opposite momentum, and retain momentum and phase entanglement over large interparticle
separations. A fully paired Fermi gas, as predicted by the BCS model, will therefore exhibit
long-range quantum phase coherence, a hallmark of superfluidity. Superfluidity in ultracold
atomic systems was first demonstrated in 2005.[6]

In the opposite regime, where interactions are repulsive, such Cooper pairing cannot exist,
since a repulsive potential will support no bound state in any dimensionality. However, a
superfluid system may still exist on the repulsive side of the Feshbach resonance. This is

due to the emergence of the weakly bound Feshbach state, which binds atoms pairwise into
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Figure 2.6: Phase diagram of a gas of fermionic atoms near the BEC-BCS crossover. The
x-axis is the interaction parameter 1/kpa, which has a linear relationship to the magnetic
field near resonance. Note that the repulsive (BEC) side of resonance is on the right hand
side of the plot, in contrast to Figure 2.4. The curved, dashed line is an extrapolation of
the (exponential) behavior of the transition temperature in the deep BCS regime. The area
between the dashed and solid line is the pseudogap, in which the fluid is partially Cooper-

paired. The inset figure, showing the transition from long-range Cooper pairs to tightly
bound molecules, is courtesy of [28].

molecules. Such molecules are necessarily composite bosons, and may therefore form a BEC.
Unlike Fermi superfluidity, the critical temperature for Bose condensation remains relatively
large even as the interaction strength diminishes. A BEC of molecules was first demonstrated
experimentally in 2003.|22, 31|

The interesting question is then what happens in the region close to resonance, on the
interface between the BEC and BCS superfluids. As it turns out, there is no quantum
phase transition as the interactions go from repulsive to attractive. Instead, there is a
smooth “crossover” region in the regime of universal interactions, where the unitarity condi-
tion |kpa| 2 1 is satisified. In the crossover regime the size of the Feshbach molecules becomes
comparable to the interparticle spacing, and the molecular bonds gradually transform into
long-range Cooper pairs.

There are various interesting questions that are still at least partially unanswered regard-
ing the detailed nature of the BEC-BCS crossover. For instance, how does the critical tem-

perature vary with the interaction parameter in the crossover region? How do the collective
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and single-particle excitation spectrums (which determines the robustness of the superfluid)
behave in the unitary limit? And is there other interesting behavior in the unitary regime
near the transition temperature?

The shape of the phase surface in Figure 2.6 is one answer to the first question, based
on theoretical estimates using a relatively naive Landau-Ginzburg model.[32] Several groups
have since achieved consistent theoretical results, using fixed-node Monte Carlo methods,[33,
34] and the critical temperature has also been carefully measured at resonance in one
experiment.[35] The second question was the subject of a cursory experimental study, in
which the dispersion relation of the lowest excitation modes were estimated through mea-
surements of the critical velocity.|25] The third question ties in with the notion of a “pseu-
dogap,” believed to exist above the transition point, where the Fermi gas is partially Cooper

paired, but not yet in a superfluid state.|36, 37|

2.3.2 Imbalanced superfluids

As mentioned in the previous section, a Fermi superfluid requires the presence of two dis-
tinguishable components, which we denote 1T and |. Furthermore, the components must
exist in equal abundance for superfluid to exist. In an imbalanced mixture, the respective
Fermi momenta of the two components would be different, and the Fermi surfaces would not
align. Figure 2.5 shows the importance of the Cooper partners having equal and opposite
momenta. We should therefore expect superfluidity to be strongly suppressed in a mixture
with a spin imbalance such that Er(1) — Er(]) > kgT. In a harmonically trapped gas in
the limit T" < Tr, we therefore expect superfluidity to be quenched when the polarization

of the mixture

37T

2.29
T, (2.29)

Ny — N,
p= |-t
5

The numbers Ny () are related to the Fermi energy of each spin state by equation (2.14).

This quenching mechanism has been tested by two groups [38, 7| both of whom discov-
ered, remarkably, that superfluidity persists in the polarized mixture. This is due to the
so-called pairing gap A, the binding energy of a single Cooper pair. When this binding
energy is greater than the chemical potential difference 4 — 1) the minority component will
spontaneously undergo spatial contraction, increasing its local density at the center region
of the trap to match that of the majority component, thus aligning the Fermi surfaces and
enabling Cooper pairing. The true ground state of the system is thus a phase-separated sys-
tem, consisting of a superfluid “core” surrounded by a halo of unpaired atoms. In the strongly

interacting BCS regime, where these experiments were conducted, superfluidity was observed
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all the way up to P ~ 0.5, much greater than the normalized temperature 7/Tr < 0.1. The
onset of phase separation was observed at P =~ 0.1, consistent with equation (2.29).

An interesting extention to the studies of such physical phenomena is what would happen
if the imbalance was not due to unequal numbers of the two components, but (for instance)
unequal mass. There is no a priori reason why Cooper pairing could not exist between
mass-mismatched components; however, the functional form of the local Fermi energy scales
inversely with mass, so the components would necessarily have mismatched Fermis surfaces,
unless compensated by an appropriate number imbalance. Moreover, there are theoretical
predictions suggesting the existence of a critical mass ratio 13.6, above which superfluids
become highly unstable to collapse through many-body recombination channels.|39] Needless
to say, there is a lot of work to be done, both theoretically and experimentally, in this class

of physical systems.
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3 Molecules & Dipolar Quantum Gases

In recent years, the field of quantum gases has enjoyed considerable experimental progress in
developing and studying molecules. Although some groups have developed tools for slowing
and trapping molecules directly from “hot” sources of a few kelvin,|20, 40, 41, 42| the largest
strides toward ultracold molecules have come from controlled synthesis in pre-cooled gases
of atoms. |21, 24]

Ultracold molecules offer many interesting features not present in atomic quantum gases.
For instance, the density of states near the absolute ground state is far greater, leading to
strong perturbative couplings; electric dipole-dipole interactions are available in heteronu-
clear systems; ultracold, controlled chemical reactions offer a wide range of interesting ex-
periments; and various combinations of atomic species with different mass and electronic
structure provides a far wider range of available systems to study.[43, 44|

Although our lab has only taken preliminatry steps toward synthesizing ultracold molecules
at the time of writing, the motivation of building heteronuclear LiYb dimers has been a con-
stant force behind our research. I will therefore in this chapter outline some of the properties
of cold molecules, as well as experimental techniques and results that have shaped the re-

search in our lab.

3.1 Molecular Notation and Structure

Molecular structure can be broken down into two components: electronic and rotational-
vibrational. The former is similar to the atomic case; the latter is due to relative motion of
the constituent nuclei. The Born-Oppenheimer approximation prescribes that the electronic
and nuclear degrees of freedom may be separated and treated independently.[45] This is
because the motion of the electrons is much faster than that of the nuclei, and can be
treated at each point in time as though the nuclei were fixed in space. The slow nuclear
motion is then treated independently, with the electronic Hamiltonian providing a potential
energy U(r), where r is the internuclear separation. (See Figures 3.1-3.2.)

As is well-known to any young physicsist who has studied for the GRE exam, atomic
energy levels are denoted by three operators, S, L and J. The corresponding quantum
numbers are typically grouped into a term symbol of the form ?T!'L;. In the absence of
spin-orbit coupling, these quantum numbers — and their projections mg, m; and m; — all
commute with the system Hamiltonian. However, when we introduce spin-orbit coupling the
magnetic quantum numbers m, and m; cease to be good quantum numbers, and the system
is entirely determined by s, [, j, m;. In most atomic species, hyperfine coupling due to the

nuclear spin I further changes the useful quantum numbers in a similar fashion.
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3.1.1 The molecular term symbol

In diatomic molecules, similar arguments are used to derive the angular momentum spectrum.|46|
One of the key differences from the single-atom case is the lack of spherical symmetry in a
molecule. (Even in absence of spin-orbit coupling.) In the coordinate frame of the internu-
clear axis, the Hamiltonian is no longer spherically symmetric; thus, [H, L?] # 0 and [ is no
longer a good quantum number. One might intuitively imagine an orbiting valence electron
acting as a gyroscope, which would necessarily be disturbed were one to attempt to rotate
the rest of the molecule.

Instead, the electronic structure is determined by the quantum numbers s, mg, m; and
m;, where the quantization axis is understood to be the internuclear axis. The corresponding

molecular term symbol has the form

25+1AQ (31)

where A = |my]| gives the electronic orbital angular momentum about the internuclear axis
of the molecule. The absolute value is chosen to avoid degenerate values of A, and also
to fall in line with the atomic notation, which permits only non-negative values of L. In
further analogy to the atomic term symbol, which uses the letters S,P,D,F... to denote orbital

angular momentum value, the corresponding greek capital letters are used to represent A:

A=3TLA,Q, .. (3.2)

With the introduction of the spin-orbit coupling Hamiltonian Hso = AS.L., the de-
generacy of the spin eigenstates is broken. The energy then depends on the total angular
momentum {2 = m, + m; along the quantization axis. To prevent degenerate values of {2 we
assume the direction of the quantization axis to be parallel to the orbital angular momen-
tum, i.e. m; > 0. Nonetheless, in contrast to the analogous atomic symbol J,  is allowed
to take both positive and negative values whenever the electronic spin is greater than the
orbital angular momentum.

The attentive reader will notice that, with the exception of the 1% level, all spectroscopic
levels have a degeneracy factor of exactly 2, (neglecting hyperfine structure) corresponding to
the forward and time-reversed copies of the molecule. This degeneracy can be recast into the
eigenbasis of an arbitrary reflection through any plane that contains the internuclear axis,
from which it is trivial to build one symmetric and one antisymmetric wavefunction: A*
from the forward and reverse wavefunctions e*™2¢. This distinction is of little spectroscopic
interest, except in the special case of A = 0, where only one orbital state exists. The

symmetry of this state depends on symmetries of the internal electronic structure, and the
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resulting pure state is denoted X1 or X .

3.1.2 Rovibrational states

In addition to the electronic orbitals, molecules exhibit rotational and vibrational degrees of
freedom, which show up as substructure of the electronic energy levels. The corresponding
quantum numbers are N and v. This molecular motion adds a large number of additional
states to the physical system.

One might worry that molecular rotation would complicate the above discussion, as the
internuclear axis, which we used as a quantization axis, is no longer an inertial reference
frame. However, as discussed, the molecular rotation couples strongly to the electronic
orbital angular momentum, which in turn couples to the electronic spin. This, along with the
Born-Oppenheimer approximation, justifies the use of the internuclear axis for quantization
of electronic structure: in a rotating molecule, the electronic orbitals will adiabatically follow
the motion of the nuclei.

The energy of molecular rotation, by analogy to the classical rigid rotor, is Hr =
J?/(2ur?), where J is the angular momentum operator, p is the reduced mass of the system,

and r is the internuclear separation. The eigenstates of Hp,

_ RN(N+1)

E
N 2412

N =0,1,2,... (3.3)

have much higher density than the electronic orbital energies, which have structure of order
h?/(mer?). We therefore expect to find a very large number of rotational levels between any
two electronic states.

The structure of vibrational levels is far more complicated, as the molecular potential de-
pends on a large number of mutual interactions between electronic orbitals. It can, however,
be roughly estimated from a model in which the molecular potential is a harmonic oscillator
of depth U and width r. A typical molecular potential depth is somewhat smaller than the
electronic binding energy: U ~ h%/(2m.r?). Thus, at the boundary of the model potential,

1 h
Euw§scr2 5. 9 (34)

© 2mer?
Solving for the harmonic oscillator frequency w,s., we estimate

h2
Ey = hwosc ~ W (35)

Comparing this to the above expressions, we see that the vibrational level spacing is

approximately the geometric mean of the rotational and electronic spacings, and that the
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Figure 3.1: Schematic of rotational, vibrational and electronic structure. The vibrational and
rotational level splittings, F, and Ey have been greatly exaggerated for clarity. A molecular
potential typically has O(100) vibrational levels, each with a manifold of rotational sublevels.

three Hamiltonians differ in strength by an order parameter \/u/m, ~ 100.?

3.1.3 Too much of a good thing?

While the large density of rovibrational levels provides many unique experimental oppro-
tunities, it is also the largest obstacle for experimental control of such systems. The large
number of closely spaced energy levels means that optical cycling transitions (i.e. transitions
to excited states with a single spontaneous decay channel) are very hard to find. Additional
fine and hyperfine structure exacerbates the challenge.|20]

There are, however, mitigating effects that make optical manipulation of molecules
possible.[49, 20| Firstly, conservation of angular momentum requires that only decays of
the form N' — N, N + 1 are allowed, which greatly reduces the number of rotational states
that need to be addressed.

Secondly, transition strengths between vibrational states are governed by so-called Franck-
Condon factors, (FCFs) which represent the spatial wavefunction overlap integrals between
initial and final states. In general, the decay probability from a given vibrational level is
microscopic for all but a small number of lower-lying vibrational levels. This is because
the vibrational wavefunctions are sharply peaked near the classical turning points, and only

states with nearby turning points will have significant overlap.

3This simple scaling factor of molecular structure has inspired some researchers to use molecules (typically
from astrophysical sources) as a test system for searches for time-variation of the proton-electron mass ratio
my/me.[47, 48]

34



3.2 Pathways toward stable, ultracold molecules

Despite the benefits of rotational selection rules and FCFs, branching of decay channels
remains a problem in schemes that rely on incoherent scattering, and for this reason only
a few research groups are currently pursuing laser cooling of molecules. The more common
technique by far is to build the molecules from pre-cooled atoms, usually in an optical trap

or lattice.

3.2.1 1-photon photoassociation

A straightforward way of producing molecules is through the process of photoassociation
(PA).|50] This technique involves the coupling of a free particle state of two colliding atoms
to a bound level of the electronically excited molecule The excited molecule is then free to
spontaneously decay into any one of the ground state vibrational levels (Figure 3.2a). Beyond
being a pathway to ground state molecules, PA spectroscopy — in which the transfer rate is
monitored as a function of laser frequency — is also a common tool for probing molecular
structure.[51, 52, 53] Furthermore, PA lasers have been demonstrated in homonuclear systems
as a tool for weakly coupling rovibrational states to scattering states, which lead to optical
Feshbach resonances,[54, 55, 56, 57| through a physical process similar to that of section 2.2.

Although this technique is conceptually straightforward, the potentially large number of
populated final states may pose a problem if the experiment requires further manipulation
of the electronic ground-state molecules. If the molecule is polar the vibrational states
couple to ambient blackbody and virtual radiation, and will relax to the ground state over
time; however, such decay rates are typically longer than the average graduate student’s
patience.|58]

One way to deal with this problem is to carefully select an excited level with a single
large FCF to the ground state manifold — ideally a level that decays into the vibrational
ground state with high probability.[59, 24| In this way, relatively large fractions (up to 25%)
of the initial sample may be brought to the electronic and vibrational ground state; however,
rotational and hyperfine branching may still pose a problem.

Another potential issue is the lack of temporal resolution of the PA process. Except in
special cases where the atoms have strongly overlapping wavefunctions (such as in a BEC, or
in an optical lattice) atomic collisions will occur stochastically, and the PA laser has to run
continuously to achieve good transfer. This becomes a problem when the in-trap lifetime of
the molecules is shorter than the transfer time, in which case it may be impossible to achieve
large numbers of trapped molecules.

For an experimenter eager to populate the absolute ground state of the system, more
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Figure 3.2: a) 1-photon photoassociation of a pair of atoms. A single photon transfers the
atom-atom system from a free-particle eigenstate of the ground-state molecular potential to
a bound state of the excited potential. Subsequently, the system may spontaneously decay
into any of the ground state vibrational levels. b) 2-photon STIRAP scheme for transfer
to a vibronic ground state. Adiabatic passage across a Feshbach resonance creates highly
vibrationally excited molecules (blue). A pair of Raman lasers Ly, Lo then transfer the system
to the ground state (yellow) via an intermediate, electronically excited state (red). The
Raman lasers are detuned from the intermediate state (dashed line) to maintain a coherent
transfer, in which the intermediate state amplitude is zero at all times. The intermediate
state is chosen for its classical turning points coinciding with those of the initial and final
states, which is an important factor in achieving large FCFs.

precise tools therefore need to be developed.

3.2.2 Magnetoassociation and 2-photon schemes

One such tool, which is now in common use, is magnetoassociation using Feshbach reso-
nances. This technique takes advantage of the emergence of a bound state from the scatter-
ing continuum at some magnetic field, as described in section 2.2. By ramping a superfluid
adiabatically from the negative to the positive scattering length side of the resonance, or by
holding a thermal cloud on the positive side and waiting for chemical equilibrium, one can
convert atoms to highly vibrationally excited Feshbach molecules with high efficiency.|60, 61]
Such dimers were first observed in rubidium in 2002,[62] and by the end of 2003 they had
been demonstrated in every alkali species except francium.|31, 21, 22, 63, 64]

This technique may also be extended to heteronuclear systems, provided that an inter-
species Feshbach resonance can be found. Although the progress on this front has been less
explosive than the homonuclear development, a large number of weakly bound, heteronuclear
dimers have recently been demonstrated, including KRb,[65] LiK,[66] NaLi,[67] NaK,[68] and
RbCs,[69] and others are being developed at the time of writing.[70, 71]

A common feature of these Feshbach molecules is their remarkable stability to inelastic,

vibrationally relaxing collisions, and corresponding long lifetimes. This is a consequence
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of the large size of the Feshbach molecules, which is of the same order as the scattering
length a — typically several thousand Bohr radii near resonance. Thus, the relevant FCFs to
the rest of the vibrational manifold become vanishingly small, and all such decay channels
strongly suppressed.|72] However, if the magnetic field is ramped far from resonance the
molecules become more tightly bound, and inelastic channels become stronger. Since the
typical vibrational spacing of several hundred GHz is many orders of magnitude greater than
the optical trap depths used in experiments, these inelastic collisions invariably lead to the
constituents leaving the trap.

The advantage of magnetoassociation over photoassociation, besides the typically higher
transfer efficiency, is that the molecules are gathered in a single internal quantum state,
making them far easier to manipulate and study systematically. One disadvantage is their
inherent instability to vibrational decay. Another is their weak DC polarizability, compared
to that of lower vibrational levels, which make them unsuitable for studies of dipolar matter.
For all of these reasons, it is desirable to follow the magnetoassociation with a secondary
transfer scheme, ideally to reach the rovibrational ground state.

The currently most successful experimental technique is to use a pair of lasers to co-
herently transfer the molecules using a stimulated Raman adiabatic passage (STIRAP)
scheme:|73] a pulsed two photon transition via an intermediate, electronically excited state
(Figure 3.2b). An ideal STIRAP scheme involves laser pulses whose frequency and ampli-
tude are both carefully controlled. By detuning the lasers away from the intermediate level
by equal amounts, one can achieve a fully coherent transfer, in which the intermediate state
— often called a “dark state” — is never actually populated, i.e. its quantum amplitude is
zero throughout the transfer. This prevents spontaneous decay from occurring during the
transfer and allows, in principle, for 100% transfer efficiency. On the other hand, if the dark
state is sufficiently long-lived (i.e. its lifetime is much longer than the Rabi frequency of
either transfer beam), a simpler, incoherent 2-photon process may also be applied, albeit
with somewhat lower transfer rates, and additional parasitic heating from photon recoils.[59]

The STIRAP technique is conceptually similar to the 1-photon PA scheme previously
described. One of its main advantages is that the molecules are kept in a single, common
internal state, which may then be systematically manipulated, interrogated, or even brought
to quantum degeneracy. Another is the high temporal control achieved, which offers conve-
nience to experiments that rely on a precisely timed duty cycle and also aids in diagnosing
residual inelastic effects.

When developing such a 2-photon scheme, care must be taken to identify a dark state
that has good FC overlap with both the intial and final states. In some cases, if such a

state cannot be found, multiple STTRAPs may be required to reach the rovibrational ground
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state.|74, 23, 75]

3.3 Interactions in dipolar matter

Ultimately, the goal of most heteronuclear molecule experiments is to exploit the dipolar
nature of these systems, either through studies of dipole-dipole interactions|76] or utilization

of the internal structure of the molecules to create strongly perturbed physical systems.|43]

3.3.1 Polarizability of heteronuclear molecules

It is important to note that polar molecues do not, in fact, have a net dipole moment in
their rovibrational ground state. This is because their rotational wavefunction is spherically
symmetric, and the expectation value of the dipole operator is zero. In order to make them
behave as dipoles, it is necessary to apply an external field, which mixes in odd-parity states
and leads to a net dipole moment.

Studies of magnetically dipolar matter have been performed in an atomic gas,|77| and in
principle electrically dipolar matter could also be studied in atomic systems. Single atoms
have some nonzero polarizability, as evidenced by the trapping force in optical dipole traps.
By applying a DC electric field, one should expect weak dipole-dipole interactions between
the polarized atoms in the trap.

Unfortunately, atomic polarizabilities are far too weak for experimental observation of
such interactions to be realistic, even at the strongest achievable electric fields. For instance,
lithium has a DC polarizability o ~ 1073"ms?, giving a dipole moment of order 10~%Debye at
a field of 10kV /cm. (At higher fields, dielectric breakdown becomes a significant experimental
concern.) The problem here is that the Stark effect is a second-order perturbation on the
atomic Hamiltonian, and therefore, according to basic quantum perturbation theory, leads

to effects of order

¢E - (i|T|g)

P
E,— E;

(3.6)
where E is the applied electric field, and FE;y is the energy of the excited(ground) state
that is subject to the Stark coupling. In this light, the advantage of using molecules should
be quite transparent. In a heteronuclear molecule the rotational states have vastly higher
density than the electronic states. As seen in section 3.1, the gain in density of states is of
order #l—‘e ~ 10°. (Vibrational level structure does not contribute, since the dipole operator
couples only the angular component of the molecular wavefunction.)

This does not mean that we actually gain a factor of 10° in polarizability: we also need
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to take the dipole matrix element D;, = (i|z|g) into account. This matrix element, which
describes the degree of charge imbalance in the molecule, is typically somewhat smaller for
molecular rotational states than for electronic ones. In the end, it is possible to achieve

dipole moments of ~ 1 debye, using electric fields of a few kV /cm.|78]

3.3.2 Dipole-dipole interactions

By applying an electric field, as described above, one may turn on dipole-dipole forces be-
tween particles, and control their strength in a smooth fashion. The dipole interaction energy

has the familiar form

Edipzr—lg(cfl-cfz—?)(f-cﬁ) (7)) (3.7)
where 7 is the unit vector in the direction of the interparticle separation 7. Such interactions
are of great interest, both because of their long-range nature, and their inherent anisotropy.
Dipole-dipole interactions may be explored in two principal regimes: in a smooth trap or in
an optical lattice.

Studies of molecules in a smooth trap focus primarily on collisional interactions. Such
experiments are particularly interesting for Fermionic molecules, which do not exhibit s-wave
collisions. The centrifugal barrier blocks short-range p-wave collisions, which normally sup-
presses all interactions in the low-temperature limit; however dipole-dipole interactions may
extend beyond the centrifugal barrier. The researcher thus has the ability to systematically
study quantum gases whose only modes of interaction are dipole forces.

In a trap with three translational degrees of freedom, molecules that are all polarized
along the same axis may experience either attractive or repulsive long-range interactions,
depending on the direction along which they approach one another. In the attractive, “head-
to-tail collision” case, the dipole force may overcome the centrifugal barrier entirely, and
facilitate chemical processes between the scattering constituents.|78|

In an optical lattice of sufficiently large depth the motional degrees of freedom of the
molecules are frozen out. Although this suppresses scattering processes, the molecules may
still exhibit interactions between neighboring lattice sites due to the long-range dipole force.
Such systems are also interesting because, in absence of intermolecular collisions, very long
lifetimes can be achieved, allowing for interrogation of interaction energies on a very fine
resolution.

In such systems it is conventional to rewrite the interaction Hamiltonian in the language

of the Hubbard model. For instance, the Hamiltonian
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Hipy = ZJ (Uf,jafﬂ,j + Uz‘{jag‘{jﬂ) (3.8)
1,J

where ¢! are the Pauli spin matrices, describes a 2D lattice in the x-y plane, with unit site
occupancy and external field parallel to the z-axis.|76, 79|

Spin-lattices such as this are of significant theoretical and experimental interest, not
least because of their applicability toward studies of ferromagnetism in condensed matter
systems, where they may constitute a quantum simulation of the d-dimensional Ising model.
Furthermore, a 2D Hamiltonian such as equation (3.8) may be used for studying topological
ordered phenomena. Such lattice Hamiltonians are also of interest to quantum information

research, where they may form the backbone of scalable quantum computing schemes.
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4 Lithium and Ytterbium

The superstars of our experiment are the two atomic species lithium (atomic symbol Li)
and ytterbium (Yb). The chief motivations for choosing these two elements is outlined in
the introduction. Briefly, lithium and ytterbium were chosen to give an alkali-spin-singlet
mixture, with a high constituent mass ratio, and with quantum degeneracy experimentally
demonstrated in both species. Furthermore, we wished to have access to magnetically tunable

interactions in at least one of our components, to access various types of interactions.

4.1 Basic properties and optical transitions

Some of the basic properties of lithium and ytterbium are summarized in table 4.1. Ytter-
bium has as many as seven stable isotopes, five of which have natural abundances above
10%. Of these, the even isotopes are Bosons, whereas the odd isotopes are Fermions. The
most abundant isotope is the Bosonic '™Yb (32%), whereas the most abundant Fermionic
isotope is '™Yb (16%).

Our lithium sample consists of purified °Li, which otherwise occurs in nature at 7.5%
abundance.* °Li is a Fermion, and one of the most popular choices for studies of Fermi gases
in atomic physics experiments.

The two species have a significant mass ratio of 28-29, depending on the isotope of Yb.

It is also worth noting from table 4.1 that although lithium and ytterbium have similar
vapor pressures at 400°C — the temperature at which we run our atomic ovens — lithium is a
liquid at this temperature, whereas ytterbium remains a solid. This became a problem for us
in the early stages of the experiment, when we discovered that our supplier had accidentally
shipped “Li instead of °Li. By then the wayward lithium had already melted and grafted to
the walls of our lithium sample cup, and had to be removed with great labor, and a great
deal of highly exothermic chemical reactions.

Also of note is that although the vapor pressure of ytterbium is three times greater than
that of lithium at 400°C, the rate of extraction from the atomic oven is only half as great,
as flux scales inversely with the square root of mass: ® P/\/WBT. For some time we
operated the Yb at a higher temperature to compensate for this, but we have since reverted
to heating the two species to the same temperature.

The most interesting numbers, on a day-to-day basis, are those pertaining to the optical

properties of the two species. The principal structure and main laser cooling transitions of

4On a side note, compared to other isotopically purified elements 6Li is relatively cheap to acquire. This
is evidently because large amounts of ®Li were produced during the Cold War, as a neutron absorber for
hydrogen bombs. Although it is no longer used for this purpose, the US still maintains a large stockpile.
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6Lithium

Ytterbium

Atomic Mass (amu) 6.015 173.94 (*™Yb)
Melting Point (°C) 181 824
Vapor Pressure at 400°C (Torr) 9.1 x107° 3.8 x 107*
. 398.911
Wavelength in vacuum A (nm) 670.992 555 708
25068.2
-1
Wave number k& (cm™') 14903.3 179991
.. . 28.9
Transition width I'/(27) (MHz) 5.87 0.189
L , 59.2
Saturation intensity Iz, (mW /cm?) 2.53 0.138
Polarizability « at 1064nm (kg pK/(mWem™2)) | 6.04 x 1077 2.69 x 1077
Doppler temperature Tp,, (uK) 140 4.4

Table 4.1: Properties of °Li and Yb. Where more than one number occurs for Yb, the
first number pertains to the 1S, — 1P, transition, and the second number to the'S, —
3P, intercombination transition. The saturation intensity I, is defined in equation (4.14).
Atomic mass is given for the most abundant isotope, 1™Yb. All other numbers are common
to all isotopes. All number derived from [80, 81].

Lithium and Ytterbium are shown in Figure 4.1.

Ytterbium, with its two valence electrons, has two dipole-allowed optical transitions: one
to a para (spin-singlet) state, ' P, and one to an ortho (spin-triplet) state, P;. The ground
state is spin-singlet, and ground-state ytterbium is therefore magnetically neutral. The
spin-changing transition (called an intercombination transition) is a factor of 160 narrower
than the other; this is because optical fields interact almost exclusively with orbital angular
momentum, and any electron-spin-changing process must therefore be mediated via the fine
structure of the atom.

The triplet state is one of three states in the 3P manifold. The other two are metastable
states, not suitable for laser cooling.

Bosonic isotopes of ytterbium have zero nuclear spin, and therefore no hyperfine structure,
whereas the Fermionic isotopes have hyperfine splittings of order 1GHz in the excited states.

Lithium, like all alkali elements, has a 25/ ground state, which couples to the nuclear
spin (I = 1) to give two hyperfine substates. The ground state hyperfine splitting in °Li is a
modest 228MHz, and we may use a single laser source and acousto-optic modulators (AOMs
[82]) to address both of these states. We use the optical transition to the Py state, which
has hyperfine splittings smaller than the natural linewidth of the transition, which are thus

not resolved in our experiment. (Figure 4.1b.)

42



) b) i}

(656p)'P; Y v 2
2 / LTMHz )5
32 A 28MHz
3p, 10 GHz
3
P1(6s6p) p
% =399nm *Po 2
I'/2n=29MHz _L- A=671nm
T'/2n=5.9MHz
(i) F
A=556nm * 3/2
I'/2n = 180kHz (")
s § 228 MHz
(652)150 — Vv . 1/2

Figure 4.1: Lowest-lying energy levels for ytterbium and 6-lithium, with transitions used for
slowing and cooling. For Yb we use the 399nm transition for Zeeman slowing, and the 556nm
transition for trapping in the MOT. For Li the 671nm transition is used for both slowing
and trapping. We use a set of AOMs to achieve the frequencies needed for the cycling (i)
and repumping (ii) transitions.

4.2 Spectroscopy and laser locks

We lock all of our trapping and cooling lasers using saturated-absorbtion spectroscopy
schemes. Such schemes involve two laser beams counter-propagating through a vapor cell
containing an atomic sample. In the broad range of velocities present in the thermal sample,
each laser beam interacts only with a narrow Doppler class of atoms. Only when the laser
is precisely tuned to the atomic resonance do they see the same velocity class — those atoms
with v = 0 — and a “saturation” feature appears. This is typically due to the stronger (pump)
laser transferring the atoms to another, dark hyperfine state, making the sample partially
transparent to the probe beam. In addition, because the ground state hyperfine splitting in
lithium is far smaller than its Doppler width, an inverted crossover peak appears between the
two hyperfine states. This is due to the pump and probe interacting with different hyperfine
levels within a single velocity class, with the pump beam increasing the population of atoms
that interact with the probe.

Our 67Inm and 556nm spectroscopy setups employ a pair of home-built stainless steel
vapor cells. The 399nm setup uses a commercial hollow-cathode lamp (HCL) vapor cell.
Although the 399 and 556 spectroscopy lasers are both locked to ytterbium samples, we are
unable to use a single vapor cell for both lasers. The narrow linewidth of the 556 laser,
allows it to only interact with a very narrow velocity class. To boost the population of this
narrow class enough to achieve a signal, the vapor pressure has to be turned up substantially,

rendering the sample completely opaque to the much broader 399nm laser.
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Figure 4.2: Saturated absorption spectroscopy signals for our main lasers. a) Lithium signal
at 671nm (red), showing the broad Doppler signal, two saturation peaks, and the inverted
crossover peak. Also shown is the derived error signal (black). b) Ytterbium signal at
399nm (red). The saturation peaks are barely visible against the Doppler profile, but show
up strongly in the error signal (black). The blue trace is a fluorescence signal from crossed-
beam spectroscopy in the Yb intermediate chamber. (See section 5.3.) ¢) Ytterbium signal
at 556nm. Unlike the 399nm signal, the isotope shift is greater than the Doppler width,
leading to multiple Doppler-broadened signals. d) Crossed-beam fluorescence spectroscopy
at 556nm.
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We derive an error signal (derivative of spectroscopy signal) from our 671nm and 399nm
setups by modulating the frequency of the pump light at a few tens of kHz using an acousto-
optical modulator. In the 556nm setup we modulate both the pump and probe by equal
amounts. The error signals are used to achieve a stable feedback lock, which we achieve
using electronic PID circuits that feed back to the piezo transducer on the external cavity

of the master diode laser.

4.3 Laser cooling and trapping Li and Yb.

The functionality of the Zeeman slower and MOT are well-documented by now (see e.g. [83])
and only a very brief introduction should be warranted.

The Zeeman slower relies on the time-averaged recoil force experienced by an atom as it
scatters photons from a single laser beam, which is aligned anti-parallel to the velocity of the
atom in the lab frame. As the atom decelerates, the Doppler effect shifts it out of resonance
with the laser. To compensate for this, a spatially varying magnetic field is applied, to create
a Zeeman shift equal and opposite to the Doppler shift. In general, one seeks to minimize

the effective detuning

Ouf = Olaser — k- T+ AT - B/h (4.1)

at each point in the trajectory of the atom. d.¢; describes the frequency offset of the laser,
in the atom’s frame of reference (wWigser — k- ), from the Zeeman-shifted resonance frequency
(wo — AL - é/h) Here 6j45er = Wigser — wo is the native detuning of the laser beam from
atomic resonance, in the stationary lab frame and at zero magnetic field; k is the wavevector
of the laser, and A is the change in magnetic moment induced by laser excitation. Proper
polarization of the slowing light needs to be maintained in order to achieve the value of Au
that will lead to the correct Zeeman shift.

A schematic of the spatial confinement functionality of the magneto-optical trap (MOT)
is given in Figure 4.3. The trap relies on a spatially inhomogeneous quadrupole field, estab-
lished by two counterpropagating current loops. As long as the atom remains in the center
of the trap, where the magnetic field is zero, the magnetic sublevels are degenerate in the
ground and excited state, respectively. When the atom enters a region with a nonzero field,
however, the energies of the levels are perturbed according to their magnetic projection. By
subjecting the atom to counterpropagating, red-detuned lasers with opposite helicity, we can
selectively bring the atom into resonance with a restoring scattering force. The magnetic
quadrupole provides a field gradient in all directions, so the scheme can be used to achieve

3-dimensional trapping.
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Figure 4.3: Basic confinement functionality of a MOT. a) Basic geometry, including
quadrupole field lines, vertical laser beams, and two “test atoms,’
ment pointing up. Circularly polarized light o is used to selectively address Amp = +1
transitions. b) The upper test atom has its magnetic moment anti-aligned with the local
magnetic field. The resulting Zeeman shift of the excited-state levels brings the o_ laser close
to resonance, and shifts the o, resonance away. This causes a downward-biased scattering
force. ¢) The lower test atom has its magnetic moment aligned parallel to the local field,

and is Zeeman-shifted into resonance with the o, laser.
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Figure 4.4: Trapping force in a MOT. In the frequency domain, the scattering force from
each laser has the shape of a Lorenzian with FWHM= I'; . a) In the spatial domain the
trapping lasers provide a restoring force that is linear at the center, and peaked at a distance
rs = TL‘;L,‘. b) In the velocity domain the lasers provide a restoring force that is peaked at
dp/k. ¢) Phase portrait of a MOT, operating at s = 10. The shaded area is the interaction
region, where o.5y < I'y for either laser. The vertical dashed lines give the diameter d
of the MOT beam, which we take to be Gaussian with waist wy = d. Figures (a) and (b)
represent cross-sections along the horizontal and vertical axis, respectively. The colored lines

are simulated phase space trajectories of atoms with v/v.q, = /4, 1/2, 3/4, and 1, respectively.

We can examine the function of the MOT more quantitatively by considering the scat-

tering force from each laser beam

r S r s 1
Fyour = ik~ = hik= ( > (4.2)
! 21+ s+40%,/T 2 \1+s/) 1+462%,/T2

Here k is the laser wavevector and s = I/l is the saturation parameter. Table 4.1
contains values of I, for the lithium and ytterbium cooling transitions. I'y = I'v/1 + s is
the effective, saturation broadened linewidth. The effective detuning 6. is given in equation
(4.1).

Figure 4.4a-b shows the scattering force from counterpropagating MO'T beams with de-
tuning djuser < 0, in a magnetic gradient B(z) = B’z. The beams operate on opposite
velocity classes, because they have opposite wavevector k, and also on opposite displace-
ments because, by virtue of the o, configuration shown in Figure 4.3, Ap is opposite for the
two beams.

We can inspect the phase portrait in Figure 4.4c to extract some quantities of interest.

The interaction regions (the two diagonal bands) are the loci that satisfy oy < I'/2, for
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beams of equal laser detuning, and equal and opposite k, Apu.
As an atom passes through this region, its path through the diagram is governed by the

differential equation
ov  ovot F1
or Otdr mu
The capture velocity of the trap,v.,, — i.e. the highest velocity class that the trap can

(4.3)

capture — is that for which the slope dv/0x equals the slope of the interaction bands.

F 1 uB
M Veap - hk

(4.4)

i = gp g is usually a good approximation for |Apul, where gp is the appropriate g-factor
of the excited state.

Most MOTs operate at high saturation parameters, I > I, for which, according to
equation (4.2), F' =~ hkI'/2 on resonance (i.e. d.ry = 0). Thus, we can derive

RE? T
Veap = 5
P 2m ubB’

(4.5)

Now, in order to collect every velocity class up to v.q, we require that the slope of
the interaction bands in Figure 4.4c is sufficiently great that they vertically span the range
[0, Veqp) Within the finite spatial extent of the MOT beams, i.e.

uB’ < Veap
hk — d

where d is the MOT beam diameter. We can combine the above equations to obtain an

(4.6)

expression for v, that is independent of the magnetic gradient

%mvfap < %hkgd (4.7)

In other words, the work-energy theorem holds in a MOT: the kinetic energy of the

highest trappable velocity class is no greater than the maximum scattering force times the

distance over which it acts. The overall factor-of-2 is due to the interaction region being a
straight line, whereas the path corresponding to constant force is a parabola.

From the capture velocity, we can compute some target parameters for the MOT, in-

cluding the magnetic gradient that maximizes v.,,, which follows directly from equation
(4.6).

hk
B' = — e (4.8)
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Next, the optimal (red-)detuning, which by simple inspection of the phase portrait must
be

kveap
2
If we plug in numbers for lithium and ytterbium: d = lem, gp = 3/2(1) for Li(Yb), and
other physical values from Table 4.1, we find that for a lithium MOT v, = 130m/s, B’ =
100G /cm, and dj4ser = 170", For an intercombination-line ytterbium MOT, v.,, = 4.8m/s,
B’ = 6G/cm, 0jg5er = 24T

As we shall see in chapter 7, these figures differ substantially from the experimentally

5lase7" - - (49)

optimized values. This discrepancy is due to several practical considerations. Firstly, while
large detunings are good for obtaining high load rates, the damping (cooling) force at the
center of the trap rapidly weakens as 0;4s¢- => I'. Secondly, large magnetic gradients cause
strong spatial confinement, and high atomic densities, which tend to precipitate various loss
mechanisms.[84] Finally, in lithium (but not ytterbium) the existence of “dark” hyperfine

states leads to reduced photon scattering rates, even when repumping light is present.

4.4 Optical dipole trapping of Li, Yb

With easily maintained, high-power lasers now commercially available, the optical dipole
trap (ODT) has become an increasingly popular option for the secondary trap. The ODT
relies on the high-field-seeking nature of ground-state atoms. When placed in some external
electric field E an atom will tend to polarize, acquiring a dipole moment p = aceoﬁ. Here,
€o is the permittivity of free space, and « is the polarizability of the atom. The force on the

atom by the electric field is

F= (ﬁ 6) B (4.10)
Plugging in the above form of p, and applying the appropriate vector identity, we find
that the dipole force is a conservative force, i.e. it has the form F=-VU
— — — 2 — — —
Fe-v <—O‘;EO B ) — aceolB x <v x E) (4.11)

The second term on the right-hand-side can be rewritten as acegE X 8§/3t. In the case

of a traveling electromagnetic wave, this term averages to zero, whereas the first term does
L2
E

not. Recalling that the intensity of an electromagnetic wave is given by I = %ceo , wWe

find that the dipole trap potential is simply

49



U=—al (4.12)

Thus, the trapping potential of an ODT has the same functional form as the beam
intensity profile, up to an overall polarization factor. One can show, using semi-classical
time-dependent perturbation theory, that this factor is a function of the laser frequency wy,
and the natural transition frequency wq of the atom. This is known as the AC Stark effect,

and gives a polarizability of the form

a:_””z( L >1 (4.13)

8 \wo—wr wotwr/) Lt

where the saturation intensity Ig,; is given by

B hwil
1272

Knowing only the basic characteristics, wy and I, of the dominant transitions for lithium

sat

(4.14)

and ytterbium, we may thus compute their polarizability in the ODT. Using the data from
table 4.1, we find that in an optical trap driven by a 1064nm laser,

ap; = 8.34x107%m?2s (4.15)
ayy = 3.71 x 107%"m?s (4.16)

in ST units. (Table 4.1 provides the same numbers, converted to experimentally applicable
units.) The positive sign of both numbers shows that the trap is attractive to both species,
as we should expect, since the ODT laser is red-detuned from the dominant transitions of
both Li and Yb, at 671nm and 399nm, respectively. Using the numbers above, we find that
a modest laser power of 1.6W is sufficient to produce a 100uK trap depth for lithium in an
ODT beam with 25um waist.

The ratio of 2.2 between the two polarizabilities is an important property of our system,
as we will see later on. Some groups with two-species experiments have chosen to avoid such
experimental conditions by using multiple ODT lasers of different wavelengths;|85] however,

we have found that a single-frequency ODT is sufficient for our experimental needs.

4.5 Absorption imaging

We study our trapped clouds using an absorption imaging scheme. A small amount of light

from the 671nm laser (for lithium) and the 399nm laser (for ytterbium) is separated, and
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frequency-shifted onto resonance using AOMs. The AOMs also allow fast (< 1us) switching
of the probe light. Each probe is then sent through a single-mode fiber to extract a pure
TEMgp mode. The beams are combined immediately after the fiber, and expanded in a
telescope before entering the chamber. Inside the chamber a deterministic amount of light

is absorbed by the atoms, according to Beer’s law,

I(2) = Ipe [P (@) (4.17)

A system of lenses further magnifies the beam after the chamber, and refocuses the atomic
cloud images onto the camera CCD plane. To image the atoms, we use a 3-shot sequence:
first an absorption image [; with the atoms present, then an image I5 of the probe beam,
without the atoms, and finally a background shot I3 without the probe. The fraction of light

transmitted through the atomic cloud is then

I — I
Iy — I3

where [, is the intensity of the n-th image at position x,y. This fraction may be converted

p(z,y) = (4.18)

to column density of atoms using equation (4.17)

n(r,y) =~ Inp(r.y) (4.19)

The atom-photon cross-section is ¢ = %/\2 x f for resonant light. The factor f is
the so-called Clebsch-Gordan factor,® which accounts for the angular matrix element of the

transition.

4.5.1 Dual-species imaging

In order to image both species simultaneously, we use dichroic mirrors to separate the two
imaging beams, and allow them to reconverge at the camera with a slight offset. This setup
gives us independent control of the position of the two images on the CCD. However, it also
leads to the shadow of each species being washed out by the imaging light of its companion
species, and for this reason we can no longer use equation (4.18) to normalize the image.

Instead, we use a 4-shot imaging sequence:

1. An image with both species and both imaging beams present

5This variable, which is used to account for corrections in the atom-photon interaction matrix elements
due to angular wavefunction overlap, is directly related to the Wigner 3-J and 6-J symbols. These corrective
terms are a function of the atom’s initial quantum numbers, including magnetic quantum number (an
ensemble average is used for unpolarized samples), and the helicity (polarization) of the scattering photon,
in a common eigenbasis.
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2. Lithium imaging beam only
3. Ytterbium imaging beam only
4. Background (no imaging light)
To extract the transmitted fraction for Li(Yb) we then use the formula

I — I39)

PrLi(yb) = (4.20)

Iyg — Iy

This scheme is an efficient way of imaging both species, but gives a somewhat reduced
signal-to-noise ratio. This is because, rather than subtracting only the background in the
numerator, one has to correct for an imaging beam, which necessarily is accompanied by far
greater shot noise per CCD pixel. To combat this problem, we have on several occasions
placed sharp-edged beam blocks in the section of the imaging path where the beams are
separated, in an effort to prevent each beam from overlapping with the locus of its companion

image. For single-species imaging, however, we still use the 3-frame scheme.

4.5.2 Field-dependent imaging

Ytterbium imaging is always carried out at zero magnetic field. This is because two of the
magnetic substates of the excited state ' P; will Zeeman shift out of resonance, creating an
environment where the Clebsch-Gordan factor is strongly dependent on the polarization of
the Yb imaging light. Rather than attempt to accurately quantify this, we simply shut off
the bias field before imaging. (As we shall see in chapter 13 this can be done even when
lithium requires a strong magnetic field during imaging.

Lithium, too, experiences a polarization-dependence of f in a bias field. However, for this
species there are often significant advantages to imaging at high magnetic fields. One of these
is that we may achieve state-dependent imaging, and thus measure the spin-composition of
our sample. This is typically a mixture of the two lowest hyperfine levels, traditionally labeled
|1) and |2), which are the scattering constituents in the broad Feshbach resonance. Another
benefit is that a high-quality cycling transition may be achieved in the strong Zeeman limit,
which removes the necessity for a repumping laser, and also the systematic number errors
that accompany a finite time spent by the atoms in the non-imaged hyperfine state.

Our high-field imaging scheme is set up to be resonant with |2) at 528G. This is because
the s-wave scattering length between |1) and |2) vanishes at this field, and so we may use the
imaging beam to “blast” away the population in |2) without causing heating of the atoms in
|1) through inter-state collisions. In this way we achive a pure spin mixture, which may in

turn be brought into resonance with imaging at 475G, and probed at this field.
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High-field imaging is also used to calibrate the magnetic field response of our bias coils.
(And the MOT coils, run in bias configuration.) The field-dependence of the SLi energy levels
are known to very high accuracy from the theoretical Breit-Rabi solution, which has been
sensitively tested by various groups using RFE spectroscopy. By observing the dependence
of the resonance frequency on the electromagnet current, we may numerically extract the

proportionality constant of magnetic fiels at the atoms vs current.

4.6 Metastable extensions for Yb

The energy level diagram for ytterbium in Figure 4.1 includes the triplet manifold of 3 P levels,
only one of which is used for laser cooling. The other two levels are so-called metastable
states, which have very long lifetimes against spontaneous decay. The 3P, state has a lifetime
of several minutes in the Fermionic isotopes, and far longer in the Bosonic ones. The 3P,

state has a more modest, but still impressive, lifetime of 15s.[86]

4.6.1 Strategies for accessing the metastable state

The vanishing width of these states means that exciting to them directly is extremely chal-
lenging: the lasers need to be stabilized to a few mHz to drive a coherent m-transfer. A far
easier way of reaching these levels is shown in Figure 4.5, and consists in exciting the atoms
to a higher-lying energy level, and allowing them to spontaneously decay. The 2P level may
be accessed in this way using the comparatively broad 3D, state as an intermediate point.
The decay time from this state is ~ 0.5us.

The drawback of this transfer technique is that, with a branching ratio of 1:7:0 into the
3 Py.1.0 manifold, it takes a large number of attempts to get an atom into the P, state this
way, with each unsuccessful attempt leading to a decay to the ground state via the MOT
transition. Each transfer involves multiple photon recoils, which deposit thermal energy in
the sample. In experiments requiring very low temperatures or quantum degeneracy, this
heating may be unacceptable.

A third method for populating the metastable 3P, state has also been demonstrated,
whereby which the 35 state is populated by a two-photon transfer via the 3P level.[87]
This method also relies on spontaneous decay, but benefits from a favorable branching ratio
into the desired state.

To return the metastable atoms to the ground state, the short-lived (I" = 2w x 12MHz)
(6s7s)3S; state may be utilized. This state may be optically accessed from the metastable
state, and decays into the entire 3 Ps.;.o manifold with a branching ratio of 0.51:0.36:0.13.[86]

Again, some of the atoms return to the ground state via the MOT transition; of the remainder
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M = 770nm
A, = 650nm
I'=2nx12 MHz

(656p)'P; =?§ 3D(5d6s)
P2
__é 3&(656'3)
A =404nm

I'=2n%350 kHz

(652)150

Figure 4.5: Relevant levels and transitions for studying metastable 3P, ytterbium. Arrows
represent laser-driven transitions, and wavy lines denote spontaneous decay channels. Rather
than exciting the atom directly, a 404nm laser is used to transfer the atoms to the 3D, state,
from which they spontaneously decay to the 3P manifold in < 1us. To return the atoms
from the metastable state, a 770nm laser excites the atoms to the 3S; state, from which they
may decay to the ground state via *P;. A 650nm repump laser is used to recycle atoms from
the other metastable state 3P,.
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Figure 4.6: Calculated polarizability of the magnetic sublevels, m = 0, £1, £2 as a function
of ODT frequency, with trap polarization parallel to the magnetic field. The black trace
is the ground state polarizability. The vertical dashed line marks our ODT wavenumber,
(1064nm)~!. Data courtesy of Svetlana Kotochigova.

most return to the 3P, level. After many cycles, most of the atoms will be in the ground
state, but with a 27% fraction of the population stuck in the 3Py state. To return the entire
population to the ground state, a second laser must be present to repump these atoms back

via the 35 state.

4.6.2 Optical trapping of Yb*

It was not immediately obvious that the 3P, state of ytterbium should be optically trappable
in our 1064nm ODT. Indeed, the laser frequency of our trap lies between several transitions.
Some of these contribute an attractive trapping potential, whereas others contribute a re-
pulsive potential.

As it turns out, the polarizability of Yb* is dependent on the magnetic sublevel under
consideration. For mw-polarized light (i.e. the ODT polarization perpendicular to the magnetic
basis) the m = 0,+1 substates have allowed transitions to the ®S; state (which yield an
attractive potential), whereas the m = £2 substates do not. Although the complexity of
the problem increases as we include additional energy levels to the problem, the prediction
remains valid that the m = 0,+£1 states are significantly more strongly trapped than the
m = £2 states.

The situation changes, however, when the ODT polarization is rotated 90°. In this case,

the m = +£2 states are the most strongly trapped ones. We can see this from the form of the
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SU(5) rotation matrix, which has the form

1 2 V6 2 1

-2 =2 0 2 2
D, (f) - i V6 0 —2 0 6 (4.21)

-2 2 0 -2 =2

1 -2 v6 -2 1
In particular, a m = %2 state in one eigenbasis is equal to a superposition in a per-
pendicular basis, which is strongly weighted toward the m = 0,41 substates. Thus, the
polarizability of the m = 42 states in the perpendicular polarization case is similar to that
of the m = +1 states in the parallel case. By controlling the polarization of the ODT, we

may thus control the balance of trap depths experienced by each substate.
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5 Vacuum System

The vacuum system, once it is built and brought to target pressure, is perhaps the aspect of
an atomic physics experiment that requires the least amount of maintenance. Yet, the design
and careful assembly of this structure is absolutely vital to even the most basic experiments.
Our ultra-high vacuum (UHV) system took almost 1 1/2 years to complete, from the early
planning stages to the end of the bakeout. As such, it was by far the most extended single
project in the development of the machine. This chapter, provides an overview of the main

features of our vacuum system.

5.1 Overall structure

The vacuum system used in our experiment is of considerable complexity. From the outset
we decided to use an all-stainless-steel setup, using exclusively conflat (CF) seals, with two
independent oven assemblies for lithium and ytterbium, respectively. There were several
reasons for choosing such a layout. Firstly, we wished to have access to single-species ex-
periments, and to be able to run experiments even with one of the ovens being serviced.
Secondly, we wished to avoid any unwanted chemical reactions that may arise in a single
oven with two species. Finally, we wanted to be able to independently optimize the Zeeman
slowers during simultaneous MOT loading. We have since found that simultaneous loading
is not an optimal scheme in our machine. However, as we moved to sequential loading, the
option of independent beam line switching has been a valuable feature of our dual-slower
setup.

The oven assemblies may be sealed off from the main chamber by gate valves, which
maintain UHV even when one of the ovens is at atmospheric pressure. Angle valves on
each oven assembly may be connected to a high-capacity pump to evacuate the oven after
servicing, e.g. to replenish an atomic sample.

The entire vacuum system is mounted on a set of brass pillars. These were cut to the
appropriate length on the student shop lathes, and fitted with screw holes in either end.

All parts of the vacuum chamber are made from type 304 stainless steel, except the oven
parts. These are built from type 316 stainless steel, which was chosen over type 304 for its
corrosion resistance. The viewports are BK7 glass, and all main chamber viewports have a
broadband AR coat, manufactured for visible light and with an additional AR band around

1064nm. The exceptions are the viewports opposite the Zeeman slowers. (I.e. the slower

Previous Page: Graphical rendering of vacuum chambers, and time-lapse photographs of
magneto-optically trapped atoms of ytterbium (green) and lithium (red).
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Li Oven

Figure 5.1: Fully rendered SolidWorks schematic of vacuum chambers. The separate oven
assemblies are connected to the main chamber by Zeeman slower tubes. (Solenoids shown
in red.) The main chamber connects to the pump assembly via a wide 8” tube to maximize
conductance and maintain high-quality vacuum at the atoms. Physics textbook shown for
scale.
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beam entry viewports.) These are made from sapphire glass, which has a high temperature
rating and can be permanently heated to bake off any depositions that might form from
the incident atomic beam. We maintain the Yb(Li) viewport at 200(250)°C for this reason.
Nonetheless, we have in the past seen a gradual degradation of viewport transmission, due to
the atomic beams. This process may be reversed by increasing the temperature of the view-
port over a period of a few days. Unfortunately, to achive this we have to cover the viewport
entirely with aluminum foil, which prevents us from maintaining this high a temperature on
a permanent basis.

An early graduate student on the project, Lee Willcockson, stood for most of the design
work for the vacuum system, using a SolidWorks model to estimate the size and shape of

the finished product, and avoid any geometric impossibilities.

5.2 The main chamber

The main chamber was one of the major design challenges of the vacuum apparatus. Our

experiment demanded a large number of features to be incorporated:
e Two Zeeman slower tubes, with space on either side for the coils.
e Viewport flanges opposite the slowers, for slowing beam access.
e 6 viewport flanges for orthogonally aligned MOT beams.
e Additional viewport flanges for imaging beams and crossed ODT beams.
e Two additional access points for ion gauges
e Space for two concentric sets of magnet coils, for the MOT and bias fields respectively.
e A large tube to connect the chamber to the pump assembly with good conductance.
e Electric feedthrough for access to internal RF coils.

e A large (41/2”) flange to increase the numerical aperture of our imaging, and for possible

future extensions to the vacuum system.

Needless to say, there are no commercially available products that would satisfy all these
requirements. Instead, a custom chamber needed to be designed and submitted to UHV
manufacturers for construction, even before the overall vacuum system design was complete.

The final design, shown in Figure 5.2, and built by Sharon Vacuum, was inspired by

similar vacuum chambers at MIT and Berkeley. The chamber consists of an 8 OD and 8
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Figure 5.2: a) Overhead blueprint of main chamber, with trapping laser beams and atomic
beams shown. MOT beams are shown in green, (vertical beam omitted for clarity) and ODT
beams in brown. The recessed electromagnets are shown in gray. The large, open flange on
the upper-right connects the main chamber to the pump assembly, whereas the open flanges
pointing down and left connect to a pair of ion gauges. The mini-flange for the electric (RF)
feedthrough is visible underneath the Li atomic beam arrow. b) Cross-sectional side view of
the main chamber, with horizontal viewports removed for clarity. The re-entrant buckets,
are shown with electromagnets in place
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long vertical tube, terminated by a 10” CF flange on either end. The viewports are attached
to smaller tubes welded to the side of the chamber. The slower tubes are terminated by
rotatable CF mini-flanges, but were delivered (per our instruction) with the rotating part
(receiver) separate. This is because, when they were slipped onto the vacuum tubes, the
Zeeman slower solenoids would not fit over the receivers. Instead, the receivers were cut in
half on a band saw, and put in place after the solenoids had been installed. The viewport
tubes were delivered with non-rotatable CF flanges.

A pair of re-entrant “buckets,” built into 10” CF blanks, are recessed into the chamber
to provide access for the electromagnets. (See figure 5.2b.) In addition, each bucket is
equipped with a viewport flange and tube, for vertical optical access. The bucket lids are
also equipped with electric feedthroughs and external BNC connectors. Finally, a set of
screw holes (not shown in Figure) provide anchor points for a set of w-shaped structures
that hold the electromagnets in place within the buckets.

In addition to the chamber and buckets, a custom 4-way cross was custom-built, to
connect the main chamber to the pump assembly. The most noticeable feature of this part
is the angle of the ion pump section, which is slanted at a ~ 45° angle away from the main
chamber. This design was chosen to allow access to a nearby main chamber viewport, but it
also has the benefit of improving the conductance of background gas atoms from the main
chamber to the pump. The assembly also includes a titanium sublimation pump (TSP, from
Thermionics Northwest Inc.) to reduce the hydrogen background. This pump is equipped
with a shroud through which liquid nitrogen may be passed for improved gettering efficiency,

but this has not yet been deemed necessary for our experiments.

5.3 The ovens

Our atomic gases are prepared from metallic samples, each placed in a vertically oriented
cup and heated to 400°C. The atomic vapor effusively leaves the heated region, and is further
skimmed and collimated before the Zeeman slower.

Each of our oven assemblies consists of two sections: a main oven assembly, and an
“intermediate” chamber. Each section is provided with an individual ion pump and ion
gauge. The two assemblies are separated by a gate valve, and also by a short “differential
pumping tube” (11cm long, inner diameter 5mm) that maintains differential pressure between
the sections. With the Zeeman slower providing an extra stage of differential pumping, we
achieve excellent diffential pressure between the ovens (which read P ~ 1077 Torr during
operation) and the main chamber (P < 1x 107! Torr with gate valve open, and ~ 5 x 10~

Torr otherwise).
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Figure 5.3: a) Side view of Li oven assembly, showing both the main oven and intermediate
chamber. The metallic Li and Yb samples are stored in a vertical cup (1). The atomic beam
is skimmed and collimated by a @4mm nozzle (2), a tapered cold plate skimmer, and an
llemx ghmm differential pumping tube (5). The main and intermediate sections may be
mutually sealed off by a gate valve (6). The intermediate section is provided with a 6-way-
cross, for diagnostics, and possible future improvements to our atomic beam collimation. b)
Top view of chamber. The separate ion pumps and gauges are clearly visible. ¢) Photograph
of the inside of the oven 6-way cross, showing the cold plate skimmer, atomic beam shutter,
and differential pumping tube.
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The differential pressure is of course due to the collimating effect of the tube, as only a
small unit solid angle of velocities are allowed to pass through the tube without interacting
with the walls. We achieve additional collimation with two other elements within the main
oven assembly. The first is a 4mm diameter nozzle — an aperture bored directly into a CF
flat — that separates the heated atomic samples from the rest of the chamber. The nozzle is
maintained at 450°C to prevent metallic deposition and congestion.

2

The second element is a tapered skimmer, built into a “cold plate.” This copper plate
is connected to a high-thermal-conductance copper “slug” fed through the stainless steel
assembly, and cooled by an array of thermoelectric coolers. In this way, even though it is
in close proximity to the 450°C nozzle, we maintain it at a permanent low temperature of
—7°C. This is to facilitate gettering of wayward atoms that might otherwise contaminate the
main chamber background pressure. A keen eye will be able to see the silver-y deposition
on the front of the skimmer, whereas the back has retained its copper hue.

Finally, our oven is equipped with a rotary feedthrough, (Thermionics Inc.) attached to
an atomic beam shutter. The shutter design is simply a small copper plate that is slightly
offset from the axis of rotation. The actuator above the oven assembly may be toggled by
hand, or electronically using a home-built rig with two solenoids to rotate the shaft.

Whereas the rest of the vacuum system uses copper CEF gaskets, we chose to use nickel
gaskets instead in the heated sections of the oven. This decision was based on experience
from prior experiments with lithium, in which copper was observed to corrode and “seize”
to the stainless steel after long periods of heating. The nickel gaskets have so far been
trouble-free for lithium, but caused an unexpected problem in the ytterbium oven, as the
Yb vapor reacted chemically with the nickel, causing the gasket to fail twice, each time after
approximately one year of running. The leaks that followed required us to bake out the
chamber once more, and also have the knife edges on the CF components re-sharpened by
the machine shop staff. After this, we decided to switch to copper gaskets for the ytterbium
oven, and these have maintained vacuum for many years now. Other commercially available

gasket types, such as silver-plated copper, have not yet been examined.

5.4 Evacuation and Bakeout

The entire vacuum system consists of a large number of sections, held together by no less
than 83 CF seals. The construction of the vacuum system was a nontrivial task, not least
because of the difficulty in aligning the oven assemblies to accurately deliver the atomic
beams. (Short bellows near the Zeeman slowers allowed for very small adjustments without

stressing the stainless steel.) After several months’ worth of elbow grease we had a complete
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Figure 5.4: Photograph of the vacuum chamber before bakeout, covered in tin foil, and
surrounded by Variacs.

system without any detectable faults, and began pumping the main chamber in November
2008.

5.4.1 Baking once...

Due to the very large number of components that required heating, the bakeout was carried
out in two stages. The first, and by far the largest, involved the main chamber, the pumps,
the intermediate chambers, and the lithium oven, while the ytterbium oven was sealed off.
To achieve this, we used 50 variable AC supplies (Variacs), most of which were purchased
on eBay, but many others were borrowed from neighboring labs. 13 of these variacs were
required to perform double-duty, with multiple heater elements connected. In total, 40 band
heaters and 19 lengths of fiberglass heater tape were used, along with the internal heaters
of four ion pump magnets, and an unknown quantity of aluminum foil.

62 probe points were designated for monitoring the temperature, and had to be checked
every few hours throughout the bakeout. These points consisted of little holes poked in the
alumnium foil, into which a thermocouple probe could be inserted. One then had to wait
1-2 minutes for the probe temperature to thermalize with the stainless steel. An entire cycle
of reading therefore took over an hour to perform, after which the poor graduate student
had only a short time to rest his weary “poking” arm before beginning a new round of
measurements.

The initial bakeout had a target temperature of 200°C, with a few sensitive elements
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(such as the gate valves and beam shutter feedthroughs) maintained below 150°C. Target
temperatures were reached after a few days of carefully cranking up the Variacs, and adding
more aluminum foil as needed. After 24 hours at target temperatures, during which the ion
gauges were degassed, the ion pumps were turned on to draw out the last bits of contami-
nants, and the chambers were gently brought back to room temperature over the course of
the next day.

Of course, a few snags were encountered along the way. (Other than the inevitable electric
shocks and burned fingers!) One problem that arose during the bakeout was an unexpected
heating in the main chamber buckets, where the temperature reached 250°C in the course
of a night, higher than the maximum rating of the viewport AR coating. Furthermore, we
found that the foil that was stretched over the top bucket had started corroding, with fallen
flakes lying in the bucket and on the viewport surface. The temperature here was brought
down as swiftly as possible; however, there is evidence that some permanent damage was
done to the viewports, which now exhibit a significant glare when illuminated by the MOT
beams, even after thorough cleaning with methanol. This is also one of the reasons why we
have chosen to do the majority of our absorption imaging from the side instead of top-down.

Another surprise came early on during the bake, when the thermocouple that was reg-
ulating the thermostat for the lithium cup failed, sending the temperature out of control.
We discovered this after noticing that the oven temperature readout was surprisingly low.
After a quick “defoiling” of the cup, we found it glowing dull red — at 550°C, according to
the hand-held thermocouple.

5.4.2 ...baking twice...

During the cooldown from the first bake we discovered an unsettling discontinuity in the main
chamber pressure. We surmised that a minor leak, on the 10~7 Torr-scale, had occurred due
to our activities. After some “sniffing,” using the attached residual gas analyser (Ametek
Instruments Dycor series) and a cannister of helium, we determined that the leak had arisen
in a filament feedthrough on one of the ion gauges.

The ion gauge was quickly replaced, with the chambers pressurized with argon to prevent
contamination. However, we still worried that some contamination had occurred, which
might cause problems down the road, when re-baking would be far more troublesome. We
therefore settled on conducting a second, shorter bake at a lower target temperature. This
bakeout went quite a bit smoother than the first, partly due to experience, and partly because
the lithium oven (which had been sealed off at the time of the leak) could be left out of the
routine. At the end of the second bake, after the TSP had been fired, the ion gauges were

measuring pressures < 107!° Torr, and the bakeout was declared a success.
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5.4.3 ...and third time is the charm

After clearing out the Variacs and heater elements, as we were preparing to set up optics for
the MOT beams, we found it necessary to move a clamp that was holding down one of the
brass legs of the vacuum chamber. This immediately caused a rapid rise in the ion gauge
pressure reading. Attempts to re-fasten the clamp only exacerbated the problem, and we
were forced to shut down the pumps and gauges and re-connect the turbo pump. This time,
the leak was found in the 6” flange connecting the main chamber to the pump assembly.
Fortunately, we were able to close the leak with some judicious cranking at the vacuum
bolts. (The alternative would have been pulling apart the entire pump assembly to replace
the gasket.) But meanwhile, another problem had arisen.

After attaching the turbo pump and beginning to open the connecting angle valve (VAT
Inc.), the valve appeared to attain a life of its own, and quickly spun open on its own accord.
This behavior was entirely unknown to all of us, and we worried that something might be
wrong with the valve. Since another bake was required anyway because of the leak, it was
decided to replace the suspicious angle valve with a new one. This, however, led to a new
problem: one of the bolts holding it in place was utterly stuck!

A makeshift clean room, consisting of hanging lab coats, was fashioned, and I descended
upon the troubled bolt with a Dremel tool. After hours of grinding away, the bolt head
finally came off. Triumphantly holding the angle valve aloft, I then witnessed the screw —
which until recently no force of nature could undo — spontaneously slide off, and gracefully
tumble into the open ion pump. At that moment, my advisor’s forehead received the biggest
palm print it has even known.

The only solution was to undo the ion pump from the assembly, and shake it until the
screw came out.

For the third round of baking, we decided to make things more efficient by attaching
adhesive thermocouples (Omega SA-series) to various points on the chamber instead of
using the hand-held probe. The leads from these probes were bundled at a handful of
“stations” where they could be rapidly connected, one by one, to the reader. This innovation
dramatically reduced the time required to measure all temperatures, and consequently both
improved the accuracy of temperature control and the anxiety levels of all the grad students
involved.

Finally, nearly two months after the first variac had been turned on, the third and final
bakeout of the main chamber was complete. Since then, it has been well-behaved, and

maintaining a consistent pressure at or below 10719Torr.
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5.4.4 The Yb oven

Once the lithium oven and main chamber were stabilized at UHV, much of the equipment
used for the first bakeouts was transfered to the Yb oven. This much smaller operation
was carried out with relative ease. For this bakeout, we were able to fit all the required
variacs into a portable equipment rack, which was placed next to the oven assembly, and
subsequently rolled off to storage. This proved to be fortunate, as we were required to do a
second bake one year later, when the nickel gaskets failed, and were able to simply roll in

the rack again and hook things back up.
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6 Magnetic Fields

In any atomic physics experiment, control of the magnetic fields inside the vacuum cham-
ber is one of the most important aspects. These fields are almost always controlled by
electromagnets, which typically need to be “home-built” by the researchers. More complex
experiments may employ more than a dozen individual components, many of which also need

to be cooled to prevent resistive heating from warping or damaging the coil structure.

6.1 Zeeman slower construction

Our Zeeman slowers were the first electromagnets to be built in our lab, and were completed
in the first year of operation. A total of three Zeeman slower solenoids were designed and
built: one for the ytterbium slower, and two for the lithium slower, which was designed
in a two-stage “spin-flip” configuration consisting of a long, decreasing-field slower followed
by a short, increasing-field stage. The ytterbium slower was built in an increasing-field
configuration.

Each slower was wound from a special copper wire with a square cross-section and a
hollow core to allow internal water cooling (S&W Wire). The wire has an outer dimension
of 1/8”, and comes with an insulating Kapton coat that adds 1/100” to its overall size. The
hollow core also has a square cross-section, with a dimension of 1/16”.

The geometry of the Zeeman slowers was carefully computed before winding the solenoids,
to closely approximate the ideal, square-root form for the internal magnetic field. The square
wire was to be tightly wound, one layer at a time, with some region of each layer wound
in a double-spaced manner. The “fattest” slower coil would have a total of 8 layers. Each
coil was to consist of two separate lengths of wire, connected in series electrically, but with
internal coolant water run in parallel through the two channels. This was chosen not only
to increase the total water flow through each solenoid, but also to ensure that a blockage
somewhere in one of the wire cores would not be catastrophic.

The winding of the Zeeman slowers was performed in the student machine shop. A length
of brass tube (17 OD) with an insulating Kapton coat was placed in a lathe, and the engine
was set to neutral so the chuck could be rotated by hand. The copper wire was then fed
by hand from the large spool on which it arrived, which was mounted on a “hi-tech” rig
consisting of two bar stools and a broom shaft. To keep the wire steady, and to prevent
twisting or “pinching” the wire was fed through a home-built wooden guide, and onto the
brass tube as it was slowly rotated. The guide was designed so it could be mounted on the
tool holder of the lathe, which was then set up with the lathe’s feed-forward mechanism to

translate 1/s” axially per revolution. For the longer coils, we found it necessary to manually
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Figure 6.1: a) Cross-sectional winding diagram for the long section of the lithium Zeeman
slower, showing the number of coils, and the spacing. Our atomic beam travels from right
to left. The innermost 2 layers were wound from one length of wire, and the outermost 4
layers from another length. b) Comparison of idealized magnetic field profile of the Zeeman
slower in Figure a (black, dashed line) with numerical estimate of the field strength, based
on the winding model in Figure a (red line) and the actual internal field, as measured with a
hall probe (blue line). Note that on the high-field side, accuracy near the cutoff is prioritized
over fringe field reduction; hence the additional magnetic coils at z > 0.

adjust the axial position of the guide every few revolutions to account for the extra wire
thickness due to the insulation.

During winding, the endpoint segment of the outer layers showed a troublesome penchant
for slipping off the end of the solenoid. We therefore placed a disk, with a hole punched
through the center, at the end of the slower, and secured it in place with a C-clamp. Even
with this device in place, great care needed to be taken to keep the final coil of each solenoid
from coming dislodged.

After all the layers of each solenoid were fully wound, before it was removed from the
lathe, the entire solenoid was covered in a thick layer of high-temperature epoxy. The epoxy,
which had an unpleasant odor of rotten shrimp before setting, was applied to prevent the
coils from shifting during transport to the lab, or from warping during the bakeout. The
slowers thus had to be wound one-per-day, as they could not be moved from the lathe until
the epoxy had hardened overnight.

After the coils were all complete, we tested the internal magnetic field of each slower
against our theoretical estimates. This was done by scratching off some kapton on each
lead, and connecting a current supply to feed 3-5A through the solenoid. A Hall probe was
mounted on a long shaft, and placed in a cork-like device to keep it centered in the tube. The
probe was then passed through the slower tube, with readings taken every cm or half-cm.

In this way we learned that the actual field profile of each slower was in excellent agreement
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Figure 6.2: Schematic of slower coil winding. The wire is extracted directly from the spool
To guide the wire accurately on to the copper tube core, a wooden feedthrough is mounted
on the tool holder, and smoothly translated 1/8” per revolution. The lathe chuck (upper left)
is rotated by hand, to achieve maximum control over the winding process. The inset shows
the winding of a Zeeman slower for a different experiment, using the same techniques. The
wooden guide and spool are visible in the background. The solenoid is partially covered in
high-temperature epoxy (light gray).
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Figure 6.3: The main chamber coils. a) Photograph of one set of coils (MOT and bias),
epoxied together. b) Photograph of upper main chamber coils recessed into main chamber
buckets, and enclosing the viewport for vertical MOT beams.

with the theoretical estimate (Figure 6.1b).
The Zeeman slowers were finally slipped over long vacuum tubes, which were incorporated

into the vacuum system.

6.2 The main chamber coils

With the experience gained from winding the Zeeman slowers, we now felt confident in our
next challenge, to build the electromagnets for the main chamber. For this, a total of four
coils would have to be built: two MOT coils, to be run in anti-parallel configuration, and
two bias coils, to be built and run in Helmholtz configuration.®

The main chamber coils — sometimes affectionately referred to as the “Nolan coils” —
were designed and built by a 2008 REU student, Nolan Maloney, as his main project for the
summer, with myself and another graduate student, Lee Willcockson, for technical guidance.
The design and winding process was mostly the same as for the Zeeman slowers, but with a
more sophisticated mount, with a retaining plate on either end, onto which the coils could
be wound without slipping off. After the winding process was complete, the mount was
carefully removed, and the coils covered with high-temperature epoxy on the top, inner, and
outer surfaces. The bottom surface, which would be facing the vacuum chamber, was instead
secured by a single sheet of kapton, held in place around the edges by the epoxy. Finally, a
large volume of epoxy was poured between the inner (MOT) and outer (bias) coils to keep

them flush and concentric.

6The Helmholtz condition is satisfied for two wire loops carrying parallel currents when the diameter of
each loop is twice their vertical separation. In such a configuration the curvature of the magnetic field at
the center vanishes, yielding optimal field uniformity.
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MOT Coils Bias Coils

Bias field strength (G/A) 2.4 4.2
Field gradient strength (G/cm/A) 1.0 ~ 0.1
Self-inductance (uH) 13 (;1; ?gf;;de) 105
Resistance (m{2) 10.8 20.0

Table 6.1: Properties of MOT and Bias coils. The MOT coils have two current configurations
(see section 6.4.2), whereas the bias coil fields are both measured for parallel currents.

As with the Zeeman slowers, the main chamber coils had their theoretical characteristics
tested with a Hall probe, while mounted on a “dummy mount” to simulate their configuration
in the vacuum chamber. It was found that the MO'T coils, when run in anti-parallel configu-
ration, produced an axial magnetic gradient of 0.84G/cm/A. The bias coil field was measured
at 4.37G /A, with excellent flatness of field at the trap center. Small corrections to these field
responses have since been found, by measuring Zeeman-shifts of °Li optical resonances at
high magnetic fields, and observing the free-fall acceleration of °Li with a magnetic gradient
present. These corrections may be due to systematic errors in the Hall probe measurements,
or subtle differences in coil alignment between the dummy mount and main chamber. Our

current best estimates of the main chamber coil properties are summarized in Table 6.1.

6.3 Water cooling of electromagnets

Long before the electromagnets were installed, work had already begun on a distribution
system to deliver cooling water to each segment of the magnets. The high currents used
in each of our magnets makes water cooling an absolute necessity, and the flow in each
magnet had to be independently controlled to allow for diagnostics, and to permit the rest
of the machine to run even when one of the coils was being serviced. Furthermore, a flow
monitoring system needed to be in place, to shut down the current supplies in the event of

a disruption of flow.

6.3.1 Calculating flow rates and coil temperatures

The flow through each of the coils was estimated using the Hagen-Poiseuille equation, which
is a special case of Navier-Stokes theory. The Hagen-Poiseuille formula relates differential

pressure to flow rate, assuming laminar (non-turbulent) flow through a straight, cylindrical

pipe:

8n L
AP =——0 1
T R4 (6.1)

73



Here, 1 is the dynamic viscosity of water (which has a surprisingly strong temperature
dependence), L and R are the length and radius of the tube, and ® is the total flow through
the tube, in units of volume over time. Note in particular the strong dependence on the
size of the tube, which scales inversely with R*. This simplifies calculations somewhat, since
we can assume the pressure drop through the 1/4” delivery tubes to be negligible compared
to that in the wire cores. The length of each coil was never measured directly, but was
estimated by counting the number of revolutions and coil radius of each wire segment.

Of course, none of the above idealizations (non-turbulent, straight tube, circular cross-
section) are strictly true in our case, but are reasonable approximations. The most important
deviation is the square cross-section of the wire core. Although the exact analogous flow
equation could presumably be derived for a square pipe using series expansion techniques, we
went with the more straightforward approach of setting reasonable bounds on the theoretical
flow. We take our lower bound to correspond to a flow restricted to the cylinder with radius
a/2 inscribed within a square pipe with dimension a. Our upper bound assumes a cylinder

with cross-sectional area a?, equal to that of the wire core.

7 a*AP 1 a*AP

- <P< —

128 nL 8t nL
The two bounds differ only by a factor of 1.6, which at any rate is less than our safety

(6.2)

margin.

The flows in each of the coils was measured experimentally after they were installed.
Although flowmeters were later installed, the first measurements were done simply with a
measuring beaker and a stopwatch. It was found that all the experimental flows were slightly
lower than theoretical predictions by a fixed amount, which was independent of wire length.
This is likely due to a small pressure drop between the gauge on the entry line and the
beginning of the coil, perhaps because of resistance in the delivery lines, but more likely due
to turbulent flow near the interface to the wire core. The experimental flows are well-modele
by an equation o fthe form ® = &y/(L — Ly), where the “virtual length” Ly accounts for
boundary effects.

The goal of the flow calculation was to ensure that, for a given delivery pressure and
electrical current in the coil, the flow was sufficient to prevent the magnets from overheating.
If we make the assumption that the cooling water fully thermalizes with the coils as it passes

through, it carries away heat at a rate

Q = (I)CHQO (Tcoil - Twall) (63)

where cp,0 is the volumetric heat capacity of water, and T, is the ambient temperature
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of the water in the walls of the physics building, typically about 15°C. At steady state, this
will be equal to the heat deposited in the coil by electrical work, @ = I?R. Combining these

equations, we find

I’R
(I)CH2O

Tcoil - Twall + (64)

Computing the flow rate for each coil, it was found that all of the Zeeman slowers were
within a factor-of-3 tolerance of reaching 100°C. (Beyond this temperature, Very Bad Things
are prone to happen.) However, the bias coils were found to reach dangerously high tem-
peratures of above 80°C when ramped to the currents needed to access the °Li Feshbach
resonance at 834G. This concern led us to set up the MOT switching circuitry (described

below) and eventually to acquire the rowdy “Webtrol” booster pump.

6.3.2 Water distribution & wire connectors

To distribute cooling water to the many wire segments — there are 10 in total — a water
distribution system was built. Colloquially dubbed “the water panel,” (and later, in reference
to concurrent political events, renamed “the waterboard”) the distribution system consists
of a single 1/2” plexiglass sheet supporting two manifolds, entry and return valves for each
of the lines, and a set of flowmeters. The entire project was carried out with $3000 worth of
hardware from Swagelok, with the flowmeters coming from the McMillan Corp.

In addition to the electromagnets, several other items are cooled by the waterboard.
These include a set of thermoelectric coolers (TECs) under each of the vacuum chamber
ovens, as described in section 5.3. Furthermore, two high-power beam dumps for the ODT
laser receive water cooling. Finally, the “IGBT box” (described below) has two sets of water-
cooled components: the switching IGBTs, and the forward high-current diodes.

Water and electrical current both need to be interfaced with the electromagnets. The
water interface was a bit of a challenge, since there are no commercially available fittings for
square tubing. Our solution was to order up a set of compression fitting caps, and have the
physics department machine shop staff etch 1/8” square holes in them with their electrical
discharge machine. These caps were then brazed onto the end of the square wire, using
standard electrical solder, generous amounts of flux, and a small blowtorch.

Electrical interface was achieved with a home-built connector block, which was clamped
onto the wire approximately 1”7 above the compression fitting cap. 25 identical connector
blocks were tediously machined from copper, cutting them on a dull bandsaw, grinding them
to shape, milling out a gutter for the squarewire, and drilling holes for clamp screws and

wire entry. The blocks were built for No. 4 AWG wire, which was originally used for all
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Figure 6.4: a) Photograph of water distribution panel. b) Photograph of a square wire

interface. The compression fitting cap has been equipped with a square hole, and is brazed
onto the square wire.
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high-current applications. However, once our experiments required currents in excess of 40A
a heavier-gauge wire was required. Ounly a few of the connector blocks have been modified
to handle this larger wire, but so far no major issues have been detected in the somewhat
awkwardly mismatched interface.

It should be noted that, once current has been switched on, the compression fittings on
the squarewire are floated at some voltage above that of the optical table. Care therefore
must be taken that these are properly insulated, so current intended for the magnets does

not instead escape through the table surface.

6.3.3 The “Webtrol” booster pump

In the summer of 2011 we began a search for narrow Feshbach resonances in the ground state
Li-Yb system. These were predicted to exist at either 1100G or 1600G.[88] After a cursory
but fruitless search around the lower of these fields it was decided that an upgrade to the
water cooling of the bias coils was necessary, so that we could safely bring the field above
1600G. We decided to boost the cooling water flow not only in the bias coils, but also the
MOT coils. Although the MOT coils can run safely at the power supply’s maximum output,
we chose to include them in the upgrade, in anticipation of possible future experimental
requirements.

By recommendation from colleagues at MIT, we purchased a 300PSI booster pump from
Weber Industries’ “Webtrol” division. Like other sorts of trolls, the Webtrol is particularly
loud and obnoxious, and for this reason it is placed in the equipment storage alley behind
the lab, with a switchbox installed in one of the portholes between the lab and the alley. A
nylon-fiber-reinforced hose, rated to 2000PSI, runs from the pump to the waterboard, where
a homebuilt manifold divides the high-pressure water into 4 components.

It is worth noting that most high-pressure tubing is reinforced by an internal metal mesh.
Since our magnet wire interfaces are electically charged, such tubing would have carried
dangerous voltages and currents to the booster pump, and presumably onward to other
places they absolutely do not belong. We were therefrore careful to select non-conductive
tubing.

Finally, a bypass valve was installed between the high-pressure entry manifold and the
return manifold. This was implemented because the Webtrol is not designed to pump on
highly resistive systems. In order to prevent damaging pressures from building up within
the pump some minimum flow needs to be maintained. We adjust this flow with a needle
nose valve on the bypass line to maintain a gauge pressure of 400PSI at the pump.

Figure 6.5b shows the performance enhancement gained from the Webtrol. Equation

(6.4) predicts the coil temperature to be a quadratic function of the current, with a pref-
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Figure 6.5: The Webtrol booster pump. a) The pump, set up for operation. The inset shows
the safety warning label and power switch. b) Temperature of water exiting the bias coils,
with the pump active, and with wall pressure only. With the pump in place, significantly
higher currents can be achieved at safe temperatures.

actor inversely proportional to the flow ®. (This assumes that the resistivity of the coil
has negligible temperature dependence.) The experimental temperatures do indeed follow a
square law; however, the curvature decreases only by a factor of ~ 2, while the flow quadru-
ples when the Webtrol is active. Although the booster pump raises the pressure by a factor
of 3.5 (from 100PSI to 350PSI), the flow increases only by a factor of ~ 2. This may be
due to the auxiliary water filters that are installed in each of the coil entry lines to prevent
corrosion debris from the Webtrol from clogging the wire cores.

The enhanced flow levels raise the safety ceiling of our bias coil current by 50%, or
approximately 400G, barely sufficient to reach the target field of 1600G.

Unfortunately, although the Webtrol improves the performance of our electromagnets, it
also introduces a lot of acoustical noise to the optics table, which destabilizes our lithium
laser lock. This, we believe, is due to 120Hz modulations in the water pressure resulting
from the 60Hz single-phase power used to drive the pump. The MIT group uses a model
that runs on 3-phase power, and they have not noticed any significant vibrations resulting
from their Webtrol.

6.3.4 Interlock system

Given the importance of our electromagnets, and the immense difficulty of replacing any
one of them, we have an interlock circuit in place, to shut down the currents in the event
of a failure in the cooling water. The interlock consists of three main components. The
first is the set of flowmeters on the water panel, which output a DC voltage proportional to

the detected flow. These voltages feed into a Keithley 2700-series multi-channel voltmeter,
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Figure 6.6: Schematic of the interlock system. The flowmeters report the water flow, and are
sequentially interrogated by the Keithley voltmeter through an onboard multiplexer (MUX)
card. The catastrophe regulator receives a TTL signal when any flow reading is below
threshold, and shuts down the electromagnet power supplies until manually reset.

which may be programmed to sequentially and cyclically scan up to 20 channels.” Each of
the 5 channels that we use in our scan is programmed with a lower voltage limit, typically set
to ~ 90% of its normal value. If any channel is found to drop below this threshold, a TTL
signal on the back panel of the Keithley unit goes to its low value. This is then detected by a
home-built “catastrophe regulator box,” which then latches and switches off the AC power to
the Zeeman slower power supplies, and also the IGBT switches that control MOT and bias
currents. (The MOT and bias power supplies run on 3-phase power, which the regulator box
is not built to manage.) The regulator box may subsequently be reset with a push button,
once the flow issue has been resolved.

It is a persistent fact in our lab that the flowmeter readings tend to degrade over time.
We believe that this is not an issue with the water flow degrading over time, but rather with
the flowmeter. The flowmeters measure the water flow using a paddle wheel with black-and-
white “spokes,” and a photodiode and detector to measure the revolution rate of the wheel.
The paddle wheels have been found to jam if there are sudden changes in the flow level, or if
large air bubbles pass through at high speed. We therefore believe that the slow reduction of
flow reading is due to friction in the paddle wheel. This hypothesis is further supported by
the observation of a “slow” flowmeter reverting to full reading after having water run through
it in reverse for a short time, which presumably helped dislodge the paddlewheel. For this

reason, when the interlock spontaneously trips, the solution is usually to simply lower the

"The Keithley voltmeter may also be programmed to read thermocouple probes. We currently have such
probes fixed to a handful of areas, for manual diagnositcs. In the future, these may be incorporated into the
interlock, if this were deemed necessary for a high-duty experiment.
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threshold. Nonetheless, a detailed log is maintained of such changes, to prevent the threshold
value from wandering too far from its original setting without some investigation into the

cause.

6.4 Current supplies & control

Once the water delivery system to the electromagnets was fully built, it was time to hook up
the current supplies. Our experiment has a total of 8 independently controlled supplies: one
for each of the Zeeman slower segments, two for the main chamber coils, and one for each of
the three “compensation coils.” The latter three coils, which provide small, orthogonal bias

fields, are not water-cooled due to the low current (10-15A) they carry.

6.4.1 Fast current switching

The Zeeman slowers and compensation coils are all switched by a set of solid-state relays,
which are rated to 40A. In order to switch the much larger currents used in the MOT and
bias coils, a pair of high-current IGBTs (insulated-gate bipolar transistors) are employed.
These huge switching devices may carry currents up to 300A, with 1kV isolation when in the
“open” state.® Each transistor is gated by an 18V signal, the cathode terminal of which is
common to the source terminal. The control circuitry thus needs to be isolated from the rest
of the lab, and floated at whatever voltage the IGBT source happens to hold. We achieve
this by using individual, isolated power supplies for the MOT and bias switches, and analog
isolators to maintain a floating offset from the computer control output. (Digital isolators
would also work for simple switching, but, as we shall see, there are cases where we want
analog control of the gate voltage.)

In addition to the IGBTs, several layers of protective circuitry are required for such
high-current applications. When running, the electromagnets store a significant amount of
internal energy, by virtue of their inductance. When the magnets are subsequently switched
off, this energy needs to be safely dissipated somewhere. If the inductor current has nowhere
to go, tremenedous voltages will build up at the terminals, often on a megavolt-scale, until
something breaks down and provides a discharge path. Needless to say, such events are not
conducive to a safe and happy lab environment.

To prevent damage to lab hardware (and any inquisitive grad students) a flyback path is

installed in each circuit. The flyback path consists of a reverse-biased diode and a resistor.

8 An IGBT may be modeled as two transistors: an n-channel MOSFET, which provides an insulated gate;
and an npn bipolar transistor, the base of which is supplied by the MOSFET source. The high current flows
through the bipolar transistor only. The need for very large junctions gives these devices their characteristic
wide, flat shape.
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Figure 6.7: Schematic of high-current circuit used for MOT coils. Control circuitry needs to
be floated, using isolated power supplies and analog isolators. The flyback diode dissipates
the self-inductance energy of the coils, whereas the forward diodes protect the power supplies
from mutually induced voltage spikes from the bias coils. The bias coil setup is identical,
but with the omission of the configuration switch.

During operation, this path carries no current; however once the IGBT is switched off it
provides a path for the inductor current to dissipate. The value of the resistor (typically a
few Ohm) is chosen low enough that the resultant voltage during ringdown is within safe
limits, but high enough to provide a fast field shutoff for the experiment.

Another problem, which we discovered during preparation for our Feshbach molecule
paper, arises when both the MOT and bias coils are run simultaneously at high currents.
If one supply is shut off, with the other one still running, mutual inductance effects will
produce a large current spike in the still-running coil, which may travel through the power
supply. We found that when both coils were run in parallel configuration the current spike
was in the forward direction (as anticipated), and could be handled by the flyback circuit.
However, when the MOT coils were in quadrupole configuration the spike was reverse, and
it is believed that such a voltage spike was responsible for the tragic death of one of our
expensive Lambda-EMS power supplies. To prevent future problems of this sort, a forward
diode was installed near the anode terminal of each power supply.

As a final layer of protection, varistors were placed across the terminals of each power
supply. A varistor behaves as two diodes connected back-to-back in series, providing a high
level of isolation up to some breakdown voltage, V;,, beyond which their resistance drops

precipitously. They thus act as protection against voltage spikes above Vj;, and can be
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purchased with a wide range of thresholds, according to hardware requirements.

6.4.2 MOT coil configuration switching

We discovered early on that the bias coils had a current limit, set by both water cooling
capacity and the resistance of the bias coils, which yielded a magnetic field limit below the
regime of greatest interest to us, near the Feshbach resonance at 834G. To solve this problem,
we developed a switching system for the MOT coils, by which they could be alternated
between anti-parallel (quadrupole) configuration, and parallel (bias) configuration. The
scheme was to use two SPDT switches that toggle together to reverse the current in the
bottom coil, as shown in Figure 6.7.

The original version of this circuit was built using four IGBTs, each of which would act as
an SPST switch. In implementing this setup, several frustrating obstacles were encountered,
most of them related to the commonality of the gate cathode and source. To account for all
the different floating voltages and different possible configurations that resulted, the control
circuitry had to be built with extreme care to avoid current leakage paths. Even a small
fraction of the current passing through the control circuit instead of the coil would signifi-
cantly alter the quadrupole field for the MOT in an unpredictable way, leading to persistent
troubles with spatial alignment of the atoms. In the end, no less than four independent
voltage supplies were required to drive the final version of the control circuitry.

The eventual choice to dispose of the IGBT scheme was, however, not due to issues with
the control circuit, but with the voltage drop that is native to the IGBTs. Each transistor
carries a persistent drain-source voltage of ~ 2V. In the MOT coil circuit this led to a 6V
parasitic drop due to all the IGBTSs, which left the power supply unable to produce sufficiently
high currents for our purposes. The solid-state scheme was therefore replaced with a pair of
physical SPDT contact relays (Stancor 586-series). These devices are rated for up to 100A
in the “low” state, and 200A in the “high” state. The main drawbacks to these relays is that
they make some amount of acoustic noise when toggling, and that there is a brief moment,
during switching, when all terminals are open. The latter means that the relays may only

be toggled when the current is shut off entirely, to prevent inductive voltage spikes.

6.4.3 Current feedback option

All of our computer-controlled power supplies come with two external control options:
current-mode and voltage-mode. The current mode maintains a stable current by means
of an internal duty cycle in the 1-10kHz range, which is controlled by a feedback circuit to

maintain constant current. Although the current supplies we have used for the main chamber
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Figure 6.8: Block diagram of homebuilt current feedback system. Analog signals are shown
in red, digital signals in black, and high-current leads in blue. The feed-forward circuit
controls the power supply output voltage, whereas the PID controller provides fast control
of the IGBT drain-source voltage. The TTL input adds a bias to the PID output to bring
the IGBT gate voltage near threshold, and also controls a solid-state switch to secure the
gate to ground when off.

coils have proven to be stable and repeatable enough for our purposes so far, we also have a
home-built current stabilization system with the same purpose.

A block diagram of the homebuilt feedback system is shown in Figure 6.8. Briefly, the
current supply is set to voltage mode, and a feed-forward circuit ensures that the voltage
limit is set slightly above that required for the set point current. A feedback circuit then
reduces the current to the appropriate level by modifying the gate voltage on the IGBT.
The FET characeristics of the IGBT cause the parasitic drain-source voltage to increase at
gate voltages close to threshold, and we use this feature to accurately control the current.
The current in monitored by the feedback circuit via a Hall current meter. Additionally,
the feedback signal is mixed with an external TTL signal, to preserve the original IGBT
functionality of fast current switching.

Finally, the feedback box has a built-in delay generator to prevent switching of the MOT
coil configuration relays while the current is on, or whithin 10ms of the IGBT being shut off.

The homebuilt feedback system has a few advantages over the internal one that is built
into the current supplies, and is likely to find use in the future. For one, it allows for
downward current ramps much faster than those afforded by the internal mechanism, which
are typically limited to ~ 20ms settling time. Secondly, it does not suffer from the problem
with transient current overshoots durign switching that the internal current control has,
which is due to the internal feedback railing high when the IGBT is switched off. Finally, the
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external feedback may prove to dampen out the current ripples that are endemic to variable
high-current supplies. These ripples, which come from the internal current-switching duty
cycle of a few kHz, may be measured by the Hall meters, but the readout signal is currently
below the noise level of our oscilloscopes. Nonetheless, the feedback circuit may be able to
respond to them and dampen them out, or the Hall meter circuit could be modified if these

current ripples are found to be a problem.
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7 Two-Species Magneto-Optical Trapping

When we started our experiment, there was very little available information on trapping two
species from different groups of the periodic table. The ins and outs of trapping lithium
with another alkali were well-studied, as were those of trapping ytterbium alone, but there
was a very real chance that the two species would not behave well when trapped together.
In chapter 11 we shall look at the stability of this mixture in an ODT. Here, we explore the
experimental details of loading the dual-species MOT, and efficiently transferring the atoms
to the ODT.

7.1 Single-species trapping methods.

Before exploring simultaneous trapping schemes, we consider the techniques used in single-

species experiments, which are generally transferrable to the dual-species schemes.

7.1.1 Lithium MOT

The lithium MOT was the first one we achived, shortly after the successful bakeout of the
main chamber. Initially, we were puzzled to find extremely high MOT temperatures of
2 4mK. It was subsequently discovered that this was due to the high power offered by our
lithium laser. By doubling our cycling transition detuning from 3I" to 61" we got temperatures
< 1mK, with greatly enhanced atom numbers, up to 4 x 10, due to the 8-fold increase in
capture volume.

Nonetheless, further improvements were required to reach sufficiently low temperatures
and high densities, to transfer efficiently to the ODT. In particular, the temperature of the
loading MOT is still much greater than the theoretical lower limit: the Doppler temperature
kpTpe, = hI'/2 = 140uK. To cool and compress the MOT further we employ a transitional
scheme in which the laser power and detuning are both reduced over the course of 50ms.
Such compression schemes are not at all a novelty, but are used by almost all ultracold
atom experiments. With the final compression settings finely tuned, we are able to reach
temperatures as low as 300K in lithium. Although this is still a factor of 2 above the Doppler
temperature, lower temperatures are almost impossible to achieve, due to the excited state
hyperfine manifold in °Li, (see Figure 4.1) which causes an apparent broadening of the
transition linewidth.

Finally, in the 100us after transfer to the ODT we optically transfer the atoms to the
F = 1/2 hyperfine state. We do this by quickly ramping up the power in the cycling laser,

after the repump laser has been switched off. This transfer to the absolute ground state is
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6Li F=3/2 | SLi F=1/2 | 174Yh 173y,

I 60/5at 95 gat 750 5at 7501 at
Load | & 6T 350 | (55420)T | (404+20)T
B’ 20G/cm 3G/cm 3G/cm

I 0.07 Lsat 0.087at 0.8 15at 2 sat
Final | ¢ 1.5T 3 2T 4T
B’ 60G /cm 18G/cm | 25G/cm

Table 7.1: Typical experimental parameters for loading of °Li, °Li repumper, '™YDb, and
13Yb. The key parameters that require optimizing are laser intensity I, laser detuning 6,
and magnetic field gradient B’. Two sets of numbers are provided for each isotope, reflecting
the parameters for MOT loading and for the end point of compression. [ refers to the
total laser intensity in all three retro-reflected beams. B’ refers to vertical gradient; for
horizontal gradients divide the figures by 2. I" and Iy, for Yb refer to the properties of the
intercombination transition.

necessary to prevent inelastic, spin-relaxing collisions in the ODT, and also to obtain the
states |1) and |2) in the high magnetic field regime, which form the constituents of the broad

Feshbach resonance.

7.1.2 Ytterbium MOT

Compared to the lithium MOT, and other alkali MOTs by other research groups, our yt-
terbium MOT requires a surprisingly long time to load. Even with our best loading rates,
the time required for the number to saturate is similar to our vacuum-limited lifetime, sug-
gesting that our peak numbers are limited by background collisions, and not by internal
inelastic processes, as is common in alkali MOTs.[84] We attribute this low load rate to the
mismatched linewidths of the slowing and trapping lasers. The narrow width of the inter-
combination line leads to a low capture velocity, much smaller than the width of the velocity
distribution coming out of the Zeeman slower. The accuracy with which we can control the
speed of the atoms at the end of the slower is limited by the width of the slowing transition,
which is 160 times broader than the MOT (intercombination) transition, and additionally
power broadened by the intense slowing beam.

Although this has not yet been experimentally tested, it is likely that we have optimized
our Zeeman slower parameters — the solenoid current and laser detuning — such that almost
half of the atoms actually fully stop and turn back before the end of the slower tube. In this
way, the peak of the velocity distribution will be within the capture range of the MOT, but
a disappointingly large fraction of the atoms are lost.

In an effort to improve our capture velocity, and also increase the capture volume of the
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Figure 7.1: Photograph of simultaneously magneto-optically trapped lithium and ytterbium.
The ytterbium atoms are visible as a tiny, green dot, to the right of the much more diffuse
lithium cloud.

Yb MOT, we modulate the detuning of the trapping laser. We find the best results with
a modulation frequency of ~ 150kHz. This is much faster than the trap motion ~ 1kHz,
of a trapped atom, so the effect of the modulation is to artificially broaden the trapping
light. Overall, we find a factor-of-2 improvement in our CMOT number with a modulation
amplitude of 20 linewidths, sufficient to trap 2 x 107 atoms in 10s of loading. Furthermore,
the modulation reduces the effects of stochastic frequency drift in the trapping light.

The Yb MOT, like its counterpart, is compressed before transfer to the ODT. We find
that the time required for compression is significantly longer for ytterbium: 200ms instead
of 50ms. During the compression step we also ramp down the modulation amplitude to zero.
A short (5ms) hold step at the end of compression is sometimes found to improve transfer
to the ODT.

7.2 Dual-species techniques

To accommodate dual-species experiments, the MOT light for lithium and ytterbium is
overlapped using a dichroic mirror. The combined beam is then split into the three (retrore-
flected) MOT beams using broadband polarizing beam splitters, and wavelength-selective
M2 waveplates. Circular polarization is established using dual-wavelength /1 waveplates.’
Our original plan for the two-species MOT was to load lithium and ytterbium simulta-
neously, using the same quadrupole field strength. This technique had previously been suc-
cessfully implemented with lithium and sodium.|89] However, after achieving single-species

MOTs in both lithium and ytterbium, some very obvious problems were identified.

°These custom waveplates were produced by the Chinese manufacturer Foctek, which will forever be
remembered in the lab for their ability to ship the wrong items halfway around the world, and forgetting
to process our credit card payment until prompted by us. Our lab books contain at least one exasperated
instance of “what the Foctek” jotted in the margin.
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Figure 7.2: Dynamic two-species trapping. a) Time-laphoweverse photographs of loading
atoms. The fully loaded Yb MOT is compressed as the magnetic field is ramped up. The Li
MOT is then loaded over the course of 2s, before both species are transferred to the ODT. In
the last frame, the Yb atoms are entirely blotted out by the much stronger Li fluorescence.
b) Number of atoms loaded into the ODT as a function of Li loading time. As Li numbers
increase, Yb is quickly ejected from the trap.

Due to its narrow trapping linewidth of 180kHz, the ytterbium MOT operates at a very
low detuning, and requires correspondingly weak magnetic gradients in order to achieve
reasonable capture volumes. At the gradients at which ytterbium is optimized, however,
the lithium trapping force is very weak, leading to low atom numbers. Furthermore, as one
can see from Figure 7.1, the two species proved to be almost entirely spatially separated
when coexisting. This separation was due partly to the weak confinement force on lithium,
which made it sensitive to small power differences in each pair of counter-propagating MOT
beams, and partly (we believe) to inelastic processes which lead to trap loss of both species
in the overlap region. All of these issues raised serious doubts about the viability of the
simultaneous trapping scheme.

Our second idea for a MOT loading scheme was a dynamic, simultaneous loading tech-
nique. This was inspired by our method for compressing the Yb MOT, which involved
ramping up the magnetic quadrupole to achieve a high density of atoms before transfer to
the ODT. The dynamic scheme involved compressing ytterbium, and then loading lithium
at this higher magnetic field, where high atom numbers of lithium could be achieved in ~ 2s.
The magnetic gradient was then further ramped up during compression of lithium, before
both species were simultaneously transferred to the ODT.

The choice of loading ytterbium first came naturally, as the required MOT load time for
this species was 30s or more, whereas lithium could be loaded much faster. We have since
reduced the required ytterbium load time to ~ 10s, but still use a scheme where the Yb
MOT loads first, for this reason and others described below.

The dynamic simultaneous loading method was the technique with which we first achieved
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Figure 7.3: Loading curves for the sequential MOT loading scheme. The data is taken 1s
after transfer to the ODT, after some thermalization and spontaneous evaporation has taken
place. Note that, unlike in Figure 7.2b, the axes for the two species are different. a) The Li
load still has a strong adverse effect on Yb numbers when the MOT and ODT are collocated.
b) The lifetime of Yb during Li load may however be drastically enhanced in the sequential
scheme, by displacing the Li MOT from the loaded Yb atoms.

simultaneous optical trapping. By counting the atoms of each species in the ODT, we
observed the effect of the loading Li MOT on the ytterbium atom number. Our finding was,
not surprisingly, that the lifetime of ytterbium was strongly reduced during the lithium load
step. The technique was nonetheless considered a success, as it provided up to 5 x 10° atoms
of either species in the ODT, or a mixture of the two with similar total atom number. By
varying the duration of the Li MOT load step, we could accurately control the ratio Ny,/Np;.
The dynamic simultaneous loading scheme was nonetheless eventually abandoned, in
favor of the technique that we are still using today. This is the sequential loading scheme,
in which ytterbium is fully loaded, compressed, and transferred to the ODT before the Li
MOT load begins. On the surface, this should not lead to a significant improvement in
atom numbers, as the same inelastic channels exist whether ytterbium is in a MOT or ODT
during lithium load. Indeed, Figure 7.3a shows a lifetime of ytterbium similar to that in the
dynamic scheme. (The much greater initial ytterbium number in this figure is not a result
of the loading scheme, but comes from the data being collected at a later date than that
in Figure 7.3b, after major improvements had been made to ytterbium loading techniques.)
However, the sequential scheme does have a distinct advantage in that it allows the two
species to be displaced from one another during the sensitive period during Li MOT load.
Our sequential technique therefore involves a small vertical bias field that shifts the center
of the MOT quadrupole upward by a modest 1mm, similar to the diameter of the Li MOT

itself. This bias field is then removed during lithium compression, in order to overlap the Li
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MOT with the ODT in the last milliseconds before transfer.

In this way we reduce the density overlap of the two atomic clouds, and, as shown in
Figure 7.3b, greatly suppress the inelastic processes that lead to loss of ytterbium. Further-
more, since lithium is also affected by these inelastics, the displacement leads to a doubling
of the Li MOT loading rate, leading to larger numbers of both species. For most current ex-
periments, we are interested in a ~ 10:1 ratio of Yb:Li, and therefore choose lithium loading
times of 1-2s.

An interesting feature in Figure 7.3b is the turnover of lithium number for long load
times. Apparently, loading the Li MOT for too long may actually reduce the number of
atoms captured. The reason for this rolloff is that the data shown was taken after a 1s hold
in the ODT after lithium transfer. During this time, it is typical for the most energetic
lithium atoms to escape the trap through spontaneous evaporation. Through the presence
of a thermal bath of (much colder) ytterbium atoms, this evaporation quickly reduces as the
lithium atoms cool through thermal contact with the bath. By loading lithium for too long,
this thermal bath is destroyed, and there is nothing to prevent lithium from evaporating off.

The observation of such thermalization effects are also a good sign that, with the Li
MOT displaced, the ytterbium atoms are allowed to remain at a low temperature. Indeed
the losses observed when the Li MOT is overlapped with the ODT are not only due to
inelastic processes, but also elastic collisions, through which the ytterbium is heated up until
it escapes from the ODT.
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8 The ODT

Although our dual MOT collects a large number of atoms in an ultracold environment, it
is unsuitable for most of the experiments of interest to us. For one, the temperature is still
several orders of magnitude too high, and the density too low to study quantum phenomena.
Secondly, the atoms in the MOT interact far more strongly with the trapping beams than
with one another, making studies of interparticle collisions highly impractical. Finally, the
specific magnetic field configuration demanded by the MOT excludes any experiment that
requires a magnetic bias field. For all these reasons, a second type of trap is required by

most atomic experiments.

8.1 Potential form and trap frequencies

Our ODT is comprised of one or two tightly focused Gaussian beams, (depending on ex-
perimental requirements) with a wavelength of 1064nm. Each beam has a TEM,  intensity
distribution near the focal point, which has the form

2P _
5e v (8.1)

I(x,y,2) =

Tw(z)

where r? = 22 + 32, and the beam width

w(2) = wor/1 + (en)2, 2p = ”Two (8.2)

The focused waist wy is typically a few tens of microns, whereas the Rayleigh length 2z
is on the order of a millimeter.

More generally, we may expect our beam to exhibit some ellipticity, such that the focus
Figure 8.1: A lowest-transverse-order (TEM ) Gaussian laser beam. a) Geometry of beam,
showing the hyperbolic form of the beam near the focus. Beam waist wy, beam width

w(z), and Rayleigh length zx are shown. b) Intensity distribution of beam near focus, with
equipotential lines.
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has a major and minor axis, with respective waists w, and w,, and corresponding separate
Rayleigh lengths. Thankfully, the Maxwell wave equation is separable in Cartesian coor-
dinates, so we can treat the two principal transverse axes independently, according to the
above equations. The form of the intensity distribution near the focus then becomes

2P 2m2 _ 2'1;2

I _ Twe (02 wy(2)? 8.3
(#.02) = e (83)

Defining the trap depth Uy = (0,0, 0), in accordance with the discussion in section 4.4,

the dipole potential experienced by the atoms becomes

_UO _ 222 _ 2y2
— e w2 wy(x)? (8.4)
V1t ()14 (3om)

Since the cold atoms typically probe only the region close to the trap center, we may

Ulz,y, z)

expand this function to second order about the origin. Comparing with the traditional,
functional form of a harmonic oscillator potential,
L9 s

1 1
Ulx,y,z) = Sz’ + imwzy + §mw§z2 (8.5)

we can straightforwardly extract a functional form of the radial trap frequencies,

AU, 4l

wy = Wy

(8.6)

27 2
mw? mwy

and by expanding to first order in z? we get the axial frequency

U 1 1
wi=— (T + T) (8.7)
m \ zg, 2Ry

Notice that the radial-to-axial aspect ratio of the trap, given by w,/w,, is of the order
wo/ 2R, leading to highly elongated trap geometries, and low rates of interparticle interactions.
One way to combat this problem is by using very long-wavelength (COs) lasers, which yield
short Rayleigh lengths. However, we instead chose to use a crossed-beam ODT (XODT),
consisting of two beams with collocated foci, crossed as an angle. To compute the local

geometry of such a trap, it is useful to rewrite equation (8.5) in the form

1
U(7) = 3 7T OF (8.8)

where Z is the vector (x,y, z), and the omega-matrix has the form
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0
0 (8.9)

)

Wy

We can then superimpose multiple beams with various crossing angles using standard

rotation matrices, e.g.

U(7) = %fT (0 + R (8) 1" (7)) 7 (8.10)
where 2, {0y represent the omega matrices for the respective beams. Additional rotations
may be implemented to account e.g. for beam ellipticity outside the XODT plane. The
resulting trap frequencies of the combined potential are then simply the square roots of the
eigenvalues of the resultant omega-matrix.

The above matrix technique is an efficient way of extracting the potential of multiple ODT
beams, but may yield inaccurate results if the foci are not perfectly collocated. Fortunately,
corrections to the trap frequencies are quadratic in the displacement: O(d/wg)? for offsets
perpendicular to the crossing plane (mis-crossing), and O(d/zx)?* for displacement along one
beam axis (focal shift). Such effects can generally be mitigated through zealous tuning-up

of optical alignment.

8.2 Experimental layout

We derive our ODT beam from a 1064nm Yb fiber laser, which gives up to 100W of linearly
polarized light. To minimize thermal lensing effects in our optics, we run the laser at a
significantly lower power of 30W, which is near the lasing threshold of 20W. This power
is nonetheless sufficient to trap large numbers of ytterbium atoms. The Li atoms, being
released from the MOT at a higher temperature, are trapped in far greater numbers at
higher powers.

Our ODT setup consists of two beams with similar waists, crossed at a shallow (= 20°)
angle. Both beams are horizontally aligned, as shown in Figure 5.2. The small crossing
angle differs from the configuration used by many other groups, in which the beams are
perpendicular or nearly perpendicular. We chose this configuration in order to mitigate the
effects of Raman scattering, in which a photon is coherently absorbed from one beam and
emitted into the other, imparting a momentum kick EQ — El on the mediating atom. With a
smaller angle, we reduce the magnitude of this momentum kick, thus improving the longevity
of the atoms in the trap. Further improvement is achived by ensuring that the two beams

have orthogonal polarization, and thus couple to different magnetic substates. The effect of
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Raman scattering was tested with Lithum, whose background lifetime exhibited a significant
dependence on the relative polatization angle. Other groups, e.g. the Takahashi group in
Kyoto, have instead opted to suppress this effect by maintaining different frequencies in the
two beams. [13]

In the early stages of the experiment, in order to maximize the power in each beam,
we employed a rather clumsy setup in which the first beam was brought, via a series of
awkwardly placed mirrors, around the chamber to enter a second time through the same
viewport. Aside from being hard to align, this configuration suffered from thermal lensing
causing the beams to come un-crossed. Since the return mirrors were mounted on various
breadboards and posts around the main chamber, ambient temperature drifts and vibrations
were also a problem for this setup. As it became clear that less power was needed to trap
ytterbium and lithium together, we switched to the current setup, in which the beams are
split before the chamber, and independently enter through different viewports. A waveplate
before the polarizer allows us to easily switch between one- and two-beam trap geometries.
A single AOM before the beam splitter controls the total power at the atoms.

The trapping region is located not at the center of the chamber, but a few mm below
the center of the MOT quadrupole field. This was implemented after we started loading the

two species sequentially, for reasons described in section 7.2.

8.3 Cooling to degeneracy

After our atoms are loaded into the ODT from the MOT, a rapid drop in temperature is
observed in the first few hundred milliseconds. This is due to “spontaneous” evaporation from
the trap, as the atoms collide with one another and form a thermal (Maxwell-Boltzmann)
distribution. In the process, some atoms are ejected from the trap, as they populate the high-
energy tail of the distribution and escape. This leads to a net cooling effect. A parameter of
interest here is n = Uy/kgT, describing how deeply trapped the atoms are. Once 7 reaches
a critical value — typically 12-14 — spontaneous evaporation is quickly suppressed.

To reach lower temperatures, we impose a forced evaporation scheme. This is done by
ramping down the trap depth Uy over a period of several seconds. The atoms scramble to
maintain a constant 7, continuously ejecting the highest-energy atoms and re-thermalizing at
a lower temperature. This process may be sustained to reach arbitrarily low temperatures,
or until all the atoms have evaporated from the trap.

A more in-depth analysis of forced evaporation may be found in [90]. The simple scaling
laws presented in that paper have been used with great success in our group, to simulate

and predict the effects of both spontaneous and forced evaporative cooling.
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Figure 8.2: a) ODT potential for lithium (red) and ytterbium (blue). The greater polar-
izability of Li leads to the two species seeing different potential depths. When at thermal
equilibrium, evaporation of Li is greatly reduced. b) Evidence of sympathetic cooling in
the Li-Yb mixture. Thermal equilibrium is maintained throughout evaporation, while the
relatively slow loss of Li atoms from the trap suggests that Yb is performing the bulk of evap-
oration. The small temperature deviation toward the end of evaporation is probably due to
the low number of coolant atoms, as well as separation of the clouds due to gravitational
sag.

Additional effects need to be taken into consideration when performing evaporative cool-
ing on multiple species. One such effect is that different types of atoms generally have
different polarizabilities, and thus experience different trap strengths. Figure 8.2a shows this
effect for lithium and ytterbium, whose polarizabilities differ by a factor of 2.2 in our 1064nm
ODT. If left to evaporate independently, with similar 7, the two species would maintain very
different temperatures.

Of course, the trapped species do not evolve entirely independently. Interspecies collisions
lead to thermalization between lithium and ytteribium over time scales of ~ 1s, roughly the
same as the time constant of our evaporation ramp. This leads to a situation in which
lithium maintains a similar temperature to ytterbium throughout the evaporation period,
thus maintaining a far greater value of 7. As a consequence, ytterbium alone experiences
evaporation, while lithium cools sympathetically through thermal contact with ytterbium.

This interspecies thermalization, and its application toward sympathetic cooling, was the
subject of study for our first publication. During this work it was found that a 10:1 ratio of
ytterbium to lithium led to a balanced number of both species at temperatures near quantum

degeneracy, which inspired us to subsequently optimize the system for loading large numbers
of Yb.
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8.4 Measuring trap frequencies

A wide range of experiments require accurate knowledge of the geometry of the trap in which
the atoms are confined. Studies of interactions between atoms rely on understanding the
in-trap density distribution of the atomic cloud, which is not directly observable in most
experiments; accurate time-of-flight thermometry of thermal gases often requires knowledge
of the cloud size upon release; and studies of degenerate Fermi gases require an understanding
of the density of quantum states near the bottom of the trap.

Each of the publications from our lab has included analysis that relies on knowledge of
trap frequencies. Most notably, the “Feshbach molecule” paper involved studies of 3-body
collision rates that scale as density to the third power, and thus necessitated highly accurate
frequency measurements. Fortunately, a number of tools are available for measuring or
calculating the trapping frequencies of an ODT. The techniques described below have all

been used in the lab at some point.

8.4.1 Measurement of trap waist

From section 8.1, we see that knowledge of the power of our beam(s), as well as the beam
waists is sufficient to compute the trap frequencies of the system. Measuring the power
is of course straightforward: all you need is a power meter that can handle the power in
the ODT beam. (Typically a few Watts at trap depths of ~ 100uK.) Measuring the waist,
however, can be tricky, since the region of interest is inside the vacuum chamber. The waist
can, however, be estimated in a straightforward way, using one or more carefully positioned
lenses to project the focus inside the chamber (the object) onto an image focus on the outside.
The object waist is then equal to the image waist divided by the intrinsic magnification of
the lens setup.

Figure 8.3 shows a schematic of the setup used in our lab to measure the waist of our
ODT beams. The first lens is carefully placed to collimate the expanding ODT beam, and
the second lens re-focuses the beam onto a CCD camera. The magnification of this setup
is the ratio of the focal lengths f5/f1, and these focal lengths need to be measured for the
specific ODT wavelength in order to get an accurate measurement.

Our portable CCD camera software automatically computes beam widths, and these can
be quickly recorded while either the camera itself or one of the lenses is translated. The
resulting plot then describes the longitudinal shape of the beam near the focal plane, which
should be in good agreement with equation (8.2). The theoretical model may then be fit
to the data to get an accurate estimate of the image waist, which yields the object waist

after magnification is accounted for. Naturally, this technique also captures any ellipticity
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Figure 8.3: Measuring ODT beam waist. a) Experimental setup, using two lenses and a
CCD camera. One of the lenses is placed on a translation stage to tune the focus about the
camera plane. b) Measured beam size on camera as a function of translation stage setting.
Fitting the functional form of the waist, w(z) = woy/1 + (¥/2r)2, to the plot yields an image
waist w, = 18.8um, corresponding to object waist wy = 38um. At the narrowest waists, the
camera image is broadened due to saturation effects. For this reason, only the data points
far from the center are used for fitting.

of the ODT focus, and may be applied separately to the two principal axes without further
modification.

Finally, the technique may be used to detect astigmatism in the ODT beam. Beam astig-
matism is characterized by the beam waists w, and w, being centered at different longitudinal
locations, and may arise due to bad and/or damaged optics, off-center alignment through
lenses, or from thermal lensing effects. Due to the high power of our ODT beams, the latter
effect has proven the most worrisome, and has led to our keeping the laser power below 1/3
of its maximum capacity. A thorough measurement of astigmatism at various laser powers
was carried out before the publication of our first paper, using the setup described above.
The resulting data, shown in Figure 8.4, clearly shows a strong beam astigmatism, which
at the highest powers is as large as the Rayleigh range. (~ 3mm) The laser is now main-
tained at an output power 30W, which has also been observed to yield the best experimental

performance at low trap depths.

8.4.2 Direct measurement of trap frequencies

We have found that, despite our best efforts, the above technique to measure the waist
of our ODT beams yields trap frequencies that differ from more reliable measurements by
10% or more. This discrepancy may be due to beam astigmatism, systematic errors in our

estimate of magnification, or errors in the waist measurements of the CCD camera (e.g.
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Figure 8.4: a) Measurement of beam astigmatism in our ODT beam. The plot shows the
axial separation of the horizontal and vertical foci for various laser powers. At very low
powers, where we expect no thermal lensing. some residual astigmatism persists. This is
probably due to imperfections in alignment. b) In addition to shifting the focus of each
beam, thermal lensing may increase the beam waist.

due to electronic and optical “halo” effects at small beam sizes), or some combination of the
above. Furthermore, in an XODT geometry there are additional trap frequency modifications
related to imperfect overlap of foci. For these reasons, we require additional techniques to
measure trap frequencies in a more direct fashion.

The most conceptually straightforward way of measuring trap frequencies would be to
directly observe the atoms oscillating back and forth in the trap. Although we can neither
resolve motion on such a small scale nor detect single atoms, there are simple extensions to
this idea that may be employed.

By displacing the center-of-mass of an entire cloud of atoms and then releasing it, we
create dipole oscillations: a bulk sloshing motion of the entire cloud in the trap, at a frequency
f =w/(2m). By switching off the trap after some variable sloshing time 7, and allowing the
cloud to expand for some time before imaging, we effectively measure the in-trap center-
of-mass velocity, which may be plotted as a function of 7. A typical resulting data set is
shown in Figure 8.5a. This data was obtained with ytterbium atoms by lowering the trap
depth a factor of 5 below the target depth, and then rapidly (< 1ms) ramping up the ODT
laser power. At the low trap depth, the atoms are displaced from the trap center due to
gravitational sag, and are subsequently drawn back to the center after recompression.

The clear damping of the dipole oscillations after a few cycles in the trap may appear to be
at odds with notions of the OD'T being a conservative potential. Where does the momentum
go? The answer lies in the deviation of the Gaussian trap profile from a harmonic potential,
which produces an energy-dependent correction to the (idealized) trap frequency w. Thus, in
the thermal ensemble of trapped atoms, different energy classes oscillate at slightly different

frequencies, leading to a washing-out of the center-of-mass motion after several oscillation
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Figure 8.5: Measurements of different bulk modes of an out-of-equilibrium atomic sample
in a single-beam ODT. a) Dipole oscillations, corresponding to center-of-mass sloshing mo-
tion of the atoms. b) Quadrupole oscillations (“breathing” mode) corresponding to periodic
expansion and contraction of the atoms. As expected, the breathing frequency is twice as
great as the dipole frequency, whereas the damping times are approximately equal.

periods.

In addition to the dipole oscillations, the atomic cloud may exhibit a second, quadrupole
mode in the trap, colloquially referred to as the “breathing” mode. In this mode there is no
center-of-mass motion, but instead a series of expansions and contractions of the cloud. The
concept can be visualized by imagining each atom pairing up with an atom with equal and
opposite position and momentum. Each pair then oscillates 180° out of phase, the magnitude
of their separation changing at a frequency 2f. As with the dipole mode, the dephasing of
different energy classes leads to an apparent damping of the breathing mode over a similar
time scale.

Figure 8.5b shows breathing mode data extracted from the same data set as Figure 8.5a.
Although the recompression technique described above provides both dipole and breathing
excitations, the overall broadening of the cloud at low depths is typically greater than the
displacement due to gravity. This, along with the greater number of observed oscillations
before motion is damped out, is responsible for the lower fractional error on the breathing

mode calculation.

8.4.3 Parametric excitations

Generally, the most successful method for measuring trap frequencies is through so-called
parametric excitations. To motivate this technique, we note that the oscillation patterns from
the previous section resemble those of a damped harmonic oscillator. Thus, we should expect
that by applying a driving force to such a mode, the responding amplitude of oscillation
will be peaked when the driving frequency is near the natural frequency of the mode. By

measuring the amplitude of the system after some period, we should thus be able to map
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out the location of the resonance, and hence compute the corresponding trap frequency.

Of course, the damping of the system is somewhat of an illusion: the energy that dis-
sipates from the bulk motion remains in the system as thermal motion. Thus, instead of
looking for oscillations in the system, we simply measure its temperature, by studying the
size of the cloud after some expansion time from the trap. Furthermore, the heat deposited
in the trap will tend to induce spontaneous evaporation of atoms, which may be detected as
a frequency-dependent decrease in remaining atoms at the end of modulation. Interestingly
enough, these two diagnostics typically give slightly different estimates of trap frequencies.
This is because the atoms, in order to completely leave the trap, require a sustained near-
resonant drive, even when they are hot enough to probe the anharmonic regions of the trap.
These energetic atoms have a lower oscillation frequency, and so the loss features tend to be
red-shifted from true resonance.

As in the previous section, the breathing modes of the trap are easier to work with
than the dipole oscillations, due to the number of cycles per coherence time and because of
experimental convenience. Although we are able to dither the vertical position of the trap to
excite dipole modes, we choose instead to modulate the trap depth to access the quadrupole
modes. This also allows us to access all three trap frequencies, and has the added benefit
that power modulations are easier to quantify than subtle displacement.

Figure 8.6 shows typical data from a trap frequency measurement in ytterbium. Notice
that in addition to the main features at fo = 2w/(27) there are sub-harmonics at fy/2. In
principle we should expect a whole family of such sub-harmonics at fy/n. However, our

signal-to-noise is not yet sufficient to resolve features beyond n = 2.

8.5 Effects of gravity

An effect in our ODT that we initially underestimated, is that of the Earth’s gravitational
gradient. Given the large atomic mass ratio of ytterbium to lithium, there is a significant
differential force between the two species. In addition, the lower polarizability of Yb makes
the heavier species even more susceptible to sagging in the trap. The net result of these
effects is a differential displacement of the center-of-mass of the two clouds, which reduces
interspecies interactions. In most cases, this is an effect that we would prefer to mitigage.
To quantify the effects of gravity it is useful to re-define the trap depth in terms of a

dimensionless parameter

ug = Upy/(mgwy) (8.11)

where Uy is the “nominal trap depth,” i.e. the trap depth in absence of gravitational effects,
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Figure 8.6: Trap frequency measurement through parametric excitations of radial breathing
modes of Yb. Due to beam ellipticity, the trap has two distinct breathing modes, at w/(27) =
540, 1120 Hz. a) Size of cloud some time after release from the trap provides a measure of
the energy deposited by the modulation. Blue circles denote the vertical extent of the cloud,
and red data points denote horizontal size. The system response to the driving force is
peaked at f,0q = 2 X w/(27), with a weaker resonance at f,,,¢ = w/(27). The sub-harmonic
of the 1120Hz resonance is obscured by the much stronger primary harmonic of the 540Hz
mode. b) Remaining atoms in trap after modulation. Atoms evaporate from the trap due to
parametric heating. As expected, these peaks are slightly offset from the cloud size peaks.
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or, equivalently, the AC Stark shift at the trap center. The actual (“effective”) trap depth is
significantly reduced by the presence of gravity. The reduced depth uq is given in terms of
intrinsic units related to the geometry of the tilted trap.

At relatively large values of u the atoms remain within the harmonic region of the trap,

and we can compute the sag by finding the minimum of the offset parabola

1
Ulx) = Emwsz — mgx (8.12)

which gives a displacement s = g/w? from the center of the ODT beam. Combining this with
equations (8.11) and (8.6), we derive s = wp/(4up), which shows that the sag is inversely
proportional to the laser power when the harmonic approximation is valid. For a typical
beam waist of 25um the fundamental energy unit of the system, mgw, is 5uK for Yb, so
assuming n = Uy/kpT ~ 10 we should expect to see significant sag effects at temperatures
approaching 1uK.

The sag effects are further strengthened, however, by the anharmonicity of the Gaussian
beam. The next-leading order, quartic term in the Taylor expansion of the trap potential
is of opposite sign to the quadratic term, which further weakens the trap when the sag is
on the same scale as the beam waist. A more complete version of equation (8.12) can be

written using the proper form of the trap

222

U(x) = Ue 0 —mgx (8.13)

which we can rewrite in dimensionless units

u(z) = uge " — ¢ (8.14)

where £ = z/wy. We compute the displaced trap minimum by differentiating the above

equation, giving us the transcendental equation

1

—26 _
e —_
6 4U0

(8.15)

We can use equations (8.14) and (8.15) to numerically extract all interesting information
about the tilted trap, e.g. the displacement of the local potential minimum, the effective
trap depth, and the modified trap frequency. These are plotted in Figure 8.7. Of these, the
trap depth modification is the most pronounced effect at a large range of trap depths. At
the spilling point uy = 0.82 the depth goes to zero, as the potential no longer supports a
local minimum. On the other hand, the trap frequency correction is significant only at trap

depths very close to the spilling point.
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Figure 8.7: Properties of the tilted trap, computed using numerical software, and plotted vs
the reduced nominal trap depth wy. a) Schematic of the tilted Gaussian 1D potential. b)
Displacement £ of the trap minimum from the center of the ODT beam. (L.e. sag distance) c)
Effective trap depth u.s¢. The dashed line shows the nominal trap depth uy for comparison.
d) Modified trap frequency, in units of the frequency of an un-tilted trap of equal depth and
waist.

The rapid reduction in trap depth near the spilling point carries some interesting impli-
cations. For one, it leads to a region of very rapid evaporation. If care is not taken to slow
down the ODT power ramp, this can lead to large atom losses, as the evaporating species
is unable to maintain a large 7. Exacerbating this effect, atoms in the tilted trap are able
only to evaporate in one direction: downward, where the potential barrier is lowest. This
leads to a factor-of-3 reduction in the evaporation rate, since only one of the three motional
degrees of freedom is being utilized toward evaporation.

When working with Fermionic isotopes, the tilting of the trap may also have the effect
of removing atoms near the surface of the Fermi sea, leading to significant trap losses. This
effect has been seen in lithium, using a magnetic gradient to simulate gravity, but not yet in
Fermionic ytterbium. This effect may also be used to the experimenter’s advantage in this
case, as it allows for “skimming” of thermally excited atoms above the Fermi surface, after
which the trap may be adiabatically un-tilted to preserve a deeply degenerate Fermi gas.

A more in-depth study of evaporation in tilted optical trap potentials was carried out
at the University of Chicago.[91] The results show that when the experimenter may control
the gradient such traps have evaporative cooling characteristics far superior to un-tilted
traps. The reason for this is that, except very near the spilling point, the trap depth may be
decreased without significant reduction of trap frequencies. This is the key criterion for so-
called runaway evaporation, in which the rate of interparticle collisions increases with time,

despite the total atom number decreasing. Although it would be much to hope for runaway
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evaporation in our experiment, where the potential gradient is rather inconveniently fixed
by the Earth’s mass, it is likely that the gravitational tilt does already play an enhancing

role in achieving degeneracy in ytterbium.
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9 Metastable Ytterbium

The basic structure of the ytterbium metastable states (typically denoted Yb*) was described
in section 4.6. The level diagram with the relevant transitions discussed in this section is
shown in Figure 4.5. In this chapter, we explore the experimental buildup of the laser
systems relevant to the metastable states, and discuss the motivation and experimental

details of these experiments.

9.1 Planned studies with Yb*

A large part of atomic physics involves the studies of strongly interacting gases. We chose
SLi as one of our experimental constituents largely because of the availability of widely
tunable interactions, and have already published one paper about a 3-component mixture
(ytterbium, and states |1) and |2) of lithium) where the equal-mass components exhibit
strong pairwise interactions. It would be a natural extension to such studies to explore
systems where the strong interactions were in a mass-mismatched pair, or where there is
more than one adjustable pairing channel.

In order to access such studies, however, an experimental pathway to strong, interspecies
interactions must be found. Groups that operate with bi-alkali systems have already been
using interspecies Feshbach resonances for years.|92, 61| However, the magnetic Feshbach
resonances used by such groups are not available to experiments such as ours, where one
component has a spin-singlet electronic structure. This is because, as discussed in section 2.2,
magnetic Feshbach resonances arise from coupled multiplets of the total electronic angular
momentum. With Li-Yb, only the S = 1/2 state exists, and no Feshbach resonances can
arise.!?

One may, however, circumvent this issue by endowing the ytterbium atoms with some
amount of angular momentum. The metastable 3P, state has a lifetime of 15s, much longer
than the interrogation time scale of such experiments, and forms S = 3/2,1/2 spin dou-
blets with lithium, thus potentially exhibiting interspecies Feshbach resonances. In addi-
tion, so-called anisotropic-interaction-induced resonances have been observed in the Yb-Yb*
system.|93] Indeed, theorists with whom we have recently collaborated give us good reason
to believe that several LiYb* resonances exist in the range 0-100G. Such a resonance, if it is

broad enough to be accurately utilized, would open up a set of very interesting experiments

10Tn fact, magnetically induced scattering resonances may still exist in such systems, as predicted by
Brue and Hutson.[88] Such resonances use different, much weaker, coupling mechanisms, and are therefore
extremely narrow. (~ 1mG or less) Our lab has performed searches for these resonances, but without success.
Such narrow resonances, although they would be interesting to discover, are of little use for accurately tuning
interspecies interactions.
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| 404nm  770nm  650nm

Vacuum wavelength A (nm) 404.0086 770.1607 649.0871
Wave number k (cm™!) 24751.95 12984.30 15406.25
Linewidth I'/(27) (MHz) 0.346 12 12

Saturation intensity I, (mW /cm?) 0.69 3.4 5.7

Table 9.1: Characteristics of the metastable lasers.

involving strongly interacting mass-mismatched systems, including mass-imbalanced Cooper
pairing and exotic Efimov-like few-body resonances.|39|

Furthermore, interspecies Feshbach resonances are already a well-established pathway
toward syntesizing stable, heteronuclear molecules. A LiYb* Feshbach resonance might
considerably enhance our ability to create molecules of lithium and ytterbium. The interest
in, and experimental potential of such molecules was outlined in chapter 3. There is also
theoretical and experimental interest in the stability of such molecules, given the additional
decay channels not present in electronic ground state molecules. Whether the metastable

[13

state continues to be “metastable” when strongly distorted by the presence of a second,

covalently bonded atom is unknown.

9.2 The lasers

To access the 3P, state of ytterbium, and to interrogate the metastable atoms, several new
lasers are needed. We have chosen to use the scheme outlined in section 4.6, in which
the metastable state is pupulated via spontaneous emission from the 3D, state (the transfer
state). This state is reached directly from the 'Sy ground state, using the electric quadrupole
transition at 404nm. Rather than imaging the Yb* atoms directly, we transfer (“flash”) them
back to the ground state using a 770nm laser that couples 3P, to the highly excited 39 state.
A repump laser at 650nm may be employed to optically pump stray atoms out of the 3P,

state.

9.2.1 The 404nm laser

We derive our 404nm transfer light from a home-built external-cavity diode laser (ECDL).!!

This laser has a linewidth of a few MHz, much broader than the transition linewidth of

HLaser diodes at 405nm have recently become widely commercially available, due to their use in Blu-Ray
and HD DVD readers. To reach 404nm, it was originally sufficient to buy a few such diodes, and select the
lowest-wavelength specimen. However, improvements in manufacturing techniques are now, somewhat iron-
ically, threatening to undermine this technique, as newer diodes exhibit less variation in center wavelength.
New sources of 404nm light may have to be sought for future experiments.
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Figure 9.1: Layout for flashback lasers at 770nm and 650nm. Each laser is split into three
parts: one part passes through an AOM and goes to the experiment via a single-mode optical
fiber; one part goes to spectroscopy, with the pump passing through an AOM for modulation;
and a small amount is directed into a second optical fiber for diagnosics purposes.

350kHz or the typical Doppler width of the atoms, but still narrow enough to achieve transfer
times of a few milliseconds.

We lock this laser to a Fabry-Perot cavity, the length of which in turn is stabilized using
the 399nm laser. This transfer lock scheme has proven to be robust over long time scales, but
suffers from some amount of noise, or “jitter,” with frequencies around 100Hz. This appears
to cause the laser frequency to jump around within a ~ 10MHz range, which needs to be
taken into consideration when developing the experimental sequence.

A more detailed overview of this laser system can be found in [94].

9.2.2 The 770nm & 650nm lasers

The flashback lasers at 770 and 650nm were established on a separate optics table. The
lasers are each derived from a Toptica TA100 ECDL assembly, operated from a common
laser controller unit. The rig suffers from some inexplicable cross-talk between the two piezo
driver modules, which causes some difficulty in locating both spectroscopy lines at once.

The laser setup for the flashback lasers is shown in Figure 9.1. The greater part of the
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power of each laser is sent to the experiment through a common, single-mode optical fiber.
A double-pass AOM for each wavelength provides the required frequency offset. With good
alignment, we achieve up to 4(0.25)mW of power at 770(650)nm at the atoms, more than
enough to achieve flashback times of < 1ms. An auxiliary optical fiber for each wavelength
is used to carry a small amount of light to a wavemeter, when needed for coarse tuning or
various diagnostics.

We derive our spectroscopy signal for each wavelength from a common hollow cathode
lamp (HCL, Hamamatsu Photonics) vapor cell, operating at 170VDC. The vapor in these
commercial cells is produced by a high-voltage discharge, which is sufficiently energetic to
populate a large number of lower-lying energy levels, including the metastable 2P states.
Collisions with the Neon buffer gas at 10Torr do not seem to lead to significant inelastic
decays to the ground state, and we thus have a sufficient population of metastable atoms to
perform saturated-absorption spectroscopy.

The term “saturated-absorption spectroscopy” is used somewhat loosely in this sense. In
traditional schemes, such as the ones used in our lab for the trapping and cooling lasers, the
pump laser saturates a closed transition, effectively removing some of the population from
the ground state. For the metastable states, however, the transition is far from closed: after
a few photon scatters, the atom decays into the ground state. Although the net result is
the same — a depletion of the lower-lying state under scrutiny — far less power is required
from the pump beam to achieve a “saturation” signal. Furthermore, unlike in traditional
schemes, the atoms in the HCL do not return to their original state once the pump laser is
swept away from resonance. Instead, one must wait for the atoms to be replenished from
the discharge region. Meanwhile, Boltzmann transport, induced by collisions with the buffer
gas, may broaden the depleted velocity class, leading to greatly broadened saturation peaks
in the spectroscopy signal. Indeed, as one can see in Figure 9.2, the peak width in our
spectroscopy setup is several hundred MHz.

We find that for 770 a probe power of 30uW (corresponding to a saturation parameter
s /= 1/4) and a pump power of 50uW (s ~ 1/2) leads to the optimal signal. At these settings,
and at 3mA HCL current, we see a peak absorption of 4.5%. For 650nm, we use a probe
power of 45uW (s &~ 1/4) and a pump power of 65uW (s =~ 1/3), for a peak absorption of
1.2%. The large difference in absorption is due to a large population imbalance in the two
states, presumably because higher-lying energy levels tend to decay more strongly into the
3P, state. Indeed, an HCL current of 2mA is more than sufficient to see a strong signal
at 770nm, whereas even at 3mA, where the vapor density is more than twice as great, the
650nm signal remains quite weak.

The large widths of the spectroscopy peaks make it inconvenient to derive an error signal

108



174

a) 174 b) o

176

-2000 -1000 0 1000 -2000 -1000 0 1000
Frequency (MHz) Frequency (MHz)
171 173
N 170 173
325112 7/2—5/2
T T T T T T T T
-4000 -3000 -2000 -1000 0 1000 2000 3000
Frequency (MHz)

Figure 9.2: Saturated-absorption spectroscopy signal for the flashback transitions, obtained
with 3mA HCL current. a) Typical saturation signal at 770nm. b) Typical saturation signal
at 650nm. Note the difference in signal-to-noise between the two transitions, due to the large
population ratio in the HCL of the respective states. ¢) Greatly narrowed signal at 770nm,
taken at a modulation frequency of 110kHz. The FWHM of each peak is 135MHz.
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by modulating the frequency of the pump or probe, as is common in most such schemes. The
amplitude of frequency modulation on the AOM would have to be very large — greater than
a double-pass AOM can typically handle without falling out of alignment. Strangely enough,
when we attempted to frequency-modulate the pump beam, the signal we discovered was
not a derivative of the absorption signal as one would expect, but rather a greatly enhanced
view of the saturation peaks. (Similar to the profile in Figure 9.2b) It is unclear precisely
why this happened. Most likely it was due to the pump beam alignment dithering due to
the AOM frequency modulation, causing an oscillating pump-probe overlap.

It was, however, also found at this time that a very narrow modulation frequency band
existed around 40kHz where the traditional error signal was recovered. However, this band
tended to drift over time periods of several hours, leading to unreliable locks. On the other
hand, we found that the width of the saturation peaks could be greatly reduced by increasing
the modulation frequency, (Figure 9.2c) but at an unacceptable cost to signal strength. (The
signal shown in the figure is an average over 16 frequency sweeps, to achieve good signal-to-
noise. )

In the end, we decided to switch from frequency-modulating the AOM to amplitude-
modulating. The AM signal, although it cannot replicate a true error signal, with a zero-
crossing on resonance, reproduces the signal we saw with the FM scheme, but with improved
signal-to-noise. The AM scheme was also successfully adopted for the 650nm laser, for which
at the time no saturation signal had been observed at all. We now lock each laser to the
center of the right-hand slope of the 17YDb signal. We then use the AOMs to frequency-shift
the light going toward the experiment to the atomic resonance. Fortunately, the lasers are
sufficiently saturation-broadened at the atoms to achieve sub-millisecond flashbacks within
a ~ 100MHz frequency band, which takes some burden off the experimenter’s locking the

laser accurately.

9.3 Initial progress toward creating and studying Yb*

It was clear from a very early stage that the trapped Yb* atoms undergo inelastic collisions,
which lead to considerable trap losses.[95] In the crossed ODT geometry these losses led
to typical population half-lives of a few milliseconds — shorter than the time required to
populate the metastable state. We therefore decided to shift to a single-beam geometry,
where the atomic density would be lower, and inelastic collisions (which scale as density-
squared) suppressed. In the single-beam geometry we see lifetimes of ~ 100ms. Although
other forms of interactions that we may wish to study are reduced by the same amount,

making the lifetime longer than other relevant timescales of the experiment is a major overall
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improvement. Furthermore, the single-beam geometry allows for straightforward control of
the ODT polarization, using a single */2 waveplate.
Our experimental sequence for producing metastable atoms, in its present form, applies

the following steps:

1. Load the ODT, and evaporate to a trap depth of 20uK. Apply a magnetic bias field of
~ 10G, and a weak gradient of 2G/cm.

2. Apply the 404nm transfer laser for ~ 15ms.

3. Remove any remaining ground-state atoms with a 3ms pulse of the imaging beam.
4. Rapidly recompress the trap to a depth of 100uK.

5. Manipulate the atoms as required by the experimental details.

6. Release atoms from trap

7. Flash back atoms during expansion, ~ 100us before imaging.

We apply the bias field in order to break degeneracy between the magnetic sublevels of
3P,, thus maintaining the composition of our spin ensemble. Furthermore, by splitting the
sublevels of the 3D, transfer state, and choosing which one to access with the 404nm laser,
we may indirectly control the Yb* substates that are populated. The magnetic gradient
selectively removes the weakly trapped m = £2 atoms from the trap. By lowering the ODT
laser power beyond its target value and recompressing after transfer, we cause the more
weakly confined substate(s) to spill from the trap, leaving a pure spin ensemble.

As mentioned above, the 404 laser lock experiences jitter on ~ 10ms time scales. For this
reason, although our on-resonance transfer time is much shorter, we are required to keep
the 404nm light on for 15ms or more to achieve a repeatable Yb* population. Fortunately,
we achieve much faster flashback times with the 770nm light. Fast flashback times allow us
to keep the atoms in the metastable state during release and expansion. In this way, any
residual heating due to the flashback will not affect the expansion rate, and we may therefore

accurately estimate the temperature of the Yb* atoms.

9.3.1 404 laser geometry

Our initial scheme for the transfer beam was to deliver it to the chamber through the bottom
MOT viewport. We did this by combining the beam with the MOT beams in a broadband

polarizing beamsplitter.
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This scheme, unfortunately, had several problems. The first was that it gave us little
control of the polarization of the transfer light, as it had to pass through a /4 waveplate
designed for another wavelength. Much worse, though, was that we were illuminating the
atoms perpendicular to their axis of elongation, and thus creating a very low column density
of atoms for the light to interact with. Finally, the focused transfer beam interacted only with
the very center of the elongated cloud, and transfer times of 100ms or more were required
to allow the atoms in the axial wings of the atomic distribution to oscillate into the beam
for transfer.

For all of these reasons, we deemed it necessary to set up a horizontal path for the transfer
light. By choosing to combine the 404nm beam with one of the ODT beams (using one of
the dichroic IR mirrors, which are transparent to visible light) we had the added benefit
that the ODT focusing lens also focused the transfer light onto the atoms. After aligning
this path, we saw immediate improvements: transfer times on the order of 10ms, and vastly
improved numbers of Yb*.

There was, however, one problem with the horizontal geometry. Each absorbed photon
from the transfer beam imparts a momentum recoil Ak, and on average (because of the
branching from 3D, into the P manifold) it takes an average of 8 transfers to bring any
given atom to the metastable state. As a consequence, the entire Yb* cloud began its
existence in the trap with an initial velocity

hk
8% = Sem/s (9.1)

The induced dipole oscillations were not only frustrating by their own merit, but also led
to clear atom losses at the point of greatest displacement, where the beam width is greater,
and the trapping potential much weaker against gravity. Furthermore, in a two-species
experiment the displacement of the Yb* cloud would severely attenuate and complicate any
interspecies processes that we might wish to induce and/or study.

For all of these reasons, we moved to a two-beam setup for the transfer light. The
transfer beam was split into two parts using a polarizing beam splitter, with the second
beam aligned into the chamber from the opposite side. By tuning the power ratio of the
counterpropagating beams with a /2 waveplate, we succeeded in completely eliminating the
sloshing motion of the atoms, improving in-trap lifetimes, and even making an incremental
improvement to the transfer efficiency, since the second beam could be more tightly focused

onto the atoms.
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Figure 9.3: Substate-selective techniques. a) Branching ratios of the electric dipole transi-
tions in 2Dy — 3P,. b) Remaining ground-state atoms after 20ms of transfer at a bias field
of 12G. The inverted peaks correspond to different magnetic sublevels of the transfer state.
¢) Absorption image after 2.5ms of expansion in a magnetic field gradient of ~ 60G /cm.
The three clouds are the Stern-Gerlach-separated sublevels m = 0,—1, —2, derived from
the m = —1 transfer state. d) Integrated 1-D profile of the above image, with a fit to a
triple Gaussian (dashed line). The population ratio here is 7:4:1; the disagreement with the
branching ratios in Figure (a) is partly due to gravitational spilling of the weakly trapped
m = —2 state.

9.3.2 Substate-selective techniques

As we have seen, the different magnetic substates of Yb* may have very different properties
when exposed to a magnetic bias field. For this reason, it is of great interest for us to produce
pure spin-ensembles, and to develop diagnostics to measure our spin composition.

Although we cannot directly control the way in which we populate the magnetic manifold
of 3P,, we may indirectly influence the population ratio by selecting the 3D, substate via
which we transfer our atoms. Figure 9.3 shows the branching ratios from the transfer state,
which govern the composition of the spin-ensemble of Yb*. For instance, by transfering to
the m = —2 sublevel of the transfer state, we should expect a 1:2 ratio of m = —1,—2.
In general, we prefer to work with the negative substates, as these have fewer inelastic
spin-relaxation channels.

As shown in Figure 9.3b, we are able to selectively transfer to each of the transfer sub-
states m = 1, £2 by applying a magnetic bias field and detuning our laser from resonance
by the appropriate amount. The m = 0 sublevel is not accessible in this way because the

Wigner factor (angular wavefunction overlap) in the matrix element for this transition is
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identically zero.

We have also succeeded in spatially separating the magnetic substates with a Stern-
Gerlach-style technique, which we use for diagnostics of spin composition. To do this, we add
a gradient to the magnetic bias field, using our MOT coils. When released from the trap, the
component substates experience a differential acceleration due to the gradient. After some
time of flight, the atoms are flashed back to the ground state and imaged. This technique
required some fine-tuning, as the gradient needs to be large enough that one achieves fully
separated clouds within a reasonable time of flight, but cannot be so large while the atoms
are still trapped that they are pulled out of the trap prematurely. The technique that we
have found to work best is to quickly ramp up the field to a high value, and shut off the trap
just as the gradient becomes strong enough to spill the atoms. In this way, the gradient still
increases during time of flight, leading to enhanced separation. Figure 9.3c-d demonstrates
how this technique may be used to accurately estimate the spin-composition of our Yb*

samples.
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10 Experimental Control & Analysis

Quantum gas experiments such as ours almost always operate on a duty cycle, with a new
atomic sample being loaded, cooled, manipulated, and interrogated for each repetition. To
control the timing of each step of this process, a computer control system is required, with
capability of controlling the many elements of the machine with us-level accuracy.
Furthermore, a wide range of analysis tools are required to extract useful data from our
absorption images, and process the data collected over the course of many experimental

cycles.

10.1 Cicero

At the heart of our experimental control system lies the program called Cicero — an open-
source GUI client designed by Aviv Keshet, a former MIT graduate student in the Ketterle
group,|96] and currently used by a large number of atomic physics groups worldwide. Cicero
connects to a server utility, (named Atticus) which controls a series of digital and analog
outputs on a National Instruments PC card.

Cicero provides a convenient and intuitive interface to the output channels. The exper-
iment is divided up into a number of time steps, each with a variable duration. The time
steps are given appropriate names, such as “Load Li MOT,” “ODT Hold,” or “Reduce De-
tuning.” Each time step is given 32 color-coded indicator boxes, which may be toggled to
set the digital channel configuration (called a “word”) for that time step. In addition, each
time step may be assigned an analog “group,” which provides a waveform directive to each
of our 16 analog output channels. A group may span several time steps, which is useful
in situations where we require certain channels to trigger halfway through a smooth analog
transition, e.g. while ramping of our ODT depth.

Y

Cicero also provides a set of user-defined “variables,” which provide a means of building
“batch” runs. The variables are linked to user-defined lists of numbers, or they may be
mathematical functions, and they may be assigned to numerical parameters in the time
sequence, such as time step duration or analog output value. During a batch run the variables
are incremented for each iteration of the experimental cycle, providing a “scan” of values for
the assigned parameter. The batch run option is extremely valuable during collection of
large data sets, as it allows the experimenter to focus on real-time data analysis, while the
machine takes care of itself.

In order to protect the National Instruments card from any electrical back-action, and
to provide a second level of user control, a set of isolator boxes were built to regulate the

computer outputs. These boxes, which are shown in Figure 10.1b, are provided with a digital
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Figure 10.1: a) User interface of Cicero. Each column represents a single time step, of
variable length. The upper set of rows shows plots of the analog channel waveforms, while
the lower set of rows control the digital output channels. b) The digital switchboard. Each
of our 32 digital channels has two indicator LEDs: one displaying the output state, and one
toggling between manual and computer control.

isolator IC chip, and a handful of bipolar transistors to toggle between computer control and
manual override. Each channel comes with two LEDs, to show the binary output state and
the computer/manual state, and two toggle switches, to toggle the override and to flip the
bit value.

Furthermore, we protect the analog channels with a set of isolator boxes. Each of these
contains, for each channel, an analog isolator, a buffer op-amp, and a floating linear power

supply to drive the output.

10.2 The camera & the image processor

During the first years of the experiment, we used a Princeton Instruments CCD camera that
had been handed down to us from the previous inhabitants of the lab. The camera had all
the required functionality, but suffered from a bothersome issue with interference fringes on
the image. These were due to a viewport directly behind the camera shutter, leading into the
evacuated chamber surrounding the CCD chip. Because this viewport was not AR coated, it
was prone to etalon effects when illuminated by coherent light, which caused clearly visible
fringes on the exposed image. These fringes were highly sensitive to alignment, and were
impossible to reproduce perfectly in the normalization image. The net effect of these artifacts
was a lower limit on the number of atoms we could resolve. As the optical density of the

atomic cloud dropped below the fringe level, it became impossble to resolve.
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For this reason, we eventually saw the need to purchase a new camera. We settled on a
model from Andor (iXon3 885), with similar properties to the Princeton Instruments camera
but with smaller (8um) CCD pixel size, higher quantum efficiency, lower shot noise, and no
bothersome interference fringes.

Rather than rewriting parts of the analysis code to accommodate the new image type
output by the Andor camera, (both cameras store their pictures in a proprietary file format)
we wrote a script in Numerical Python (NumPy) to convert the 3- or 4-frame images from the
Andor camera into a single-frame, normalized OD plot, which is retrofitted to the Princeton
Instruments .spe format around which our analysis was built. This script operates silently
in the background, processing image files as they are generated by the Andor client, and
re-triggering the camera for the next shot. Together with the batch processing function
of Cicero, this program removes all sustained user-input from data collection, making it

possible, in principle, to collect an entire experiment’s worth of data with nobody present.

10.3 The Igor Pro data analysis system

To analyze the collected and normalized images, we use the data analysis program Igor
Pro. For simple applications, Igor offers a spreadsheet-style user interface, with a large
number of tools for graphically displaying the data in just about any manner. A command
window allows more experienced users to bypass the built-in menus and dialog windows, and
manipulate and display the data directly.

For more involved analysis, Igor offers its users a platform for writing custom procedures,
which may then be called from a pull-down menu, or from the command line. The procedures
are written in a C++-based language, with a set of built-in high-level functions, mostly
for dealing with the intrinsically global spreadsheet entries. (Which are called “waves.”)
Although there are some kinks and annoyances in the way Igor incorporates these global
objects into a runtime environment, the custom procedures are a terrific way of combining
complex data analysis with a highly flexible graphics package. Using the built-in user control
functions, such as prompt windows, buttons, and input boxes, it is possible to develop an
entire GUI within Igor, to aid in logging, sorting, and analyzing data.

Our user interface for analyzing image data is shown in Figure 10.2. The functionality of
the underlying procedures — including loading images into the program, studying the density
plots, manipulating data, and plotting and computing various parameters — is all accessed
via a control panel.

The images are loaded from .spe files, either piecemeal or an entire folder at once. The

images may then be selected one-by-one from a pulldown menu on the control panel and
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Figure 10.2: Our data analysis layout in Igor Pro. a) The control panel contains all of the
commands needed to load image files, extract information, and log and manipulate the data
collected from a batch of images. b) Density plots of images are displayed, and ¢) Gaussian
best-fits to the integrated column density within the bounding box are estimated. d) Data
from the Gaussian fits is logged, along with one or more independent variables. From the
logging tables, numberous properties, e) e.g. temperature may be calculated. f) A scatterplot
of atom number vs time provides information about long-term drifts in the stability of the
machine during large experiments. g) The command window provides additional utility, and

keeps a history log of the experiment.
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analyzed, or a “fit all” function might be used to analyze all the loaded images. A variable
time delay may be set, to give the researcher a chance to study each analyzed image before
the next one runs.

The Igor GUI keeps track of both lithium and ytterbium when both are visible on screen.
(When the double-imaging scheme is used.) The species toggle at the top of the control
panel remembers the location of each species and moves the bounding box accordingly, sets
variables such as imaging wavelength, Clebsch-Gordan coefficient, and atomic mass, and
toggles between logging tables, to facilitate parallel data collection.

The default independent variable, used for bookkeeping or as x-values when plotting
data, is called “tof.” Up to two additional independent variables may be appended to the
control panel at any time. These variables are treated on the same footing as tof, e.g. they

are included in all logging tables, and are duplicated for lithium and ytterbium.

10.3.1 Basic analysis

The analysis of a single image begins with mapping the OD data in the images onto a density
distribution using Beer’s law. The density plot is displayed, along with a bounding box for
cropping out uninteresting parts of the image. The area within the bounding box is then
converted to two 1-D plots by integrating each row(column) to derive the vertical(horizontal)
distribution of atoms. These 1-D distributions are then fit to Gaussian profiles to extract
interesting parameters, such as atom number, cloud size, and center-of-mass position on
screen. The fit function also includes an overall gradient, to account for imperfections in the
image normalization. Finally, the extracted parameters are logged in a spreadsheet, if the
logging option is selected.

Several options are available for pre-processing of images. For instance, the images may
be rotated to align the principal axes of the cloud, as projected on the image, with the
horizontal and vertical axes. There are two options for smoothing images: a Gaussian
envelope-style blur to wash out point-like imaging artifacts, and a “Fourier” blur to remove
intrusive wavelike patterns. (The latter of these is mostly obsolete after the switch to the
Andor camera.) Finally, there is an option to average data across several images to reduce

single-pixel shot noise.

10.3.2 Data processing & presentation

The Igor procedures provide lots of ways to manipulate and present data. The most impor-
tant function is also the original one: computing temperature from cloud size data, taken at

various times of flight. The built-in independent variable, which is now used to log a wide
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Figure 10.3: Detail of control panel, showing various functions. a) The basic analysis tab
takes care of the most common functions, such as computing temperature or displaying the
atom number vs the “ToF” variable. b) Pre-processing functions include rotating images,
blurring them (to wash out unwanted artifacts) and “Takahashifying.” (I.e. averaging the
density distribution over multiple images) ¢) Other options include sorting the table, or
plotting data vs two variables. The “Bose” and “Fermi” buttons call the auxiliary control
panels for analyzing quantum degenerate gases.

variety of parameters, is still named “tof” for this reason. The temperature is calculated
twice, once from the 1/e height and once from the width of the atomic clouds, and is ex-
tracted from least-squares fits to hyperbolae of the form y = /42 + %ﬁ, with yo and T
as free parameters.

The same data that gives the temperature of a sample may also provide us with the exact
magnification of the imaging setup. This can be hard to estimate accurately from the lenses
themselves, but may be calculated with a function that compares the acceleration of the
center-of-mass of the cloud with the known value of 9.81m/s?. The function also suggests
the correct magnification value, and the user may opt to have all the logged data rescaled
to reflect the new estimate. In units more appropriate to our experiment, g = 9.81um/ms?,
so expansion times of several milliseconds are required to get a good estimate. In practice,
such long times of flight are achievable only in ytterbium. To calibrate the magnification of
lithium, we study their asympmtotic temperatures during interspecies thermalization.

Independent magnification calibration has been carried out on a few occasions with an
USAF-style test pattern, placed in the object plane of the imaging setup. This also provides
us with accurate information about the resolving power of our images.

Furthermore, the control panel includes options for displaying atom number versus the
ToF wave, or to create a 2-D contour plot of any wave from the logging table vs any two

independent variables.
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Figure 10.4: Bose and Fermi fitters in Igor. The auxiliary control panel opens in the lower
right hand corner of the density plot. The density plot is rescaled to the size of the bounding
box, and an indicator is added to show the location and width of the slice being evaluated.
The slice is projected onto the appropriate 1-D plot, where the best-fit LDA model is overlaid.
a) Fit to a bimodal distribution, consisting of a BEC and a Bose gas with g = 0. The dotted
line indicates the boundary of the thermal and condensed components. b) Fit to a degenerate
Fermi gas.

10.3.3 BEC/Fermi fitters

As we have seen in chapter 2, the density profile of a harmonically trapped cloud of atoms
begins to deviate at low temperatures from the Boltzmann case of a Gaussian distribution.
When this happens, the main fitting routine in Igor becomes unreliable, especially for esti-
mating the temperature of the trapped gas. To probe quantum phenomena, a set of functions
for dealing with degenerate gases was therefore devised.

“The Degenerator” is the name of the auxiliary control panel that takes care of such cases.
When this panel is called, the currently loaded image is rescaled so that only the field within
the bounding box is visible. The horizontal, integrated density distribution is replaced with
a thin slice, probing only the density along a narrow line in the center of the cloud. The
position of this slice is adjustable through the subpanel, as is its thickness — i.e. the number
of pixel rows over which to average. A toggle on the subpanel allows for switching between
horizontal and verical slices.

The reason for the switch from integrated densities to thin slices should be evident from
the discussion in section 2.1, and in particular Figure 2.1. As the dimensionality of a de-

generate gas is reduced by repeated integration, the profile, governed by the polylogarithm
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functions, increasingly resembles a classical distribution. Although the signal-to-noise may
be greatly improved by integrating over the entire image, this gain is typically not enough
to offset the intrinsic weakening of the quantum degeneracy signal.

Since Igor does not offer support for polylogarithms, a pair of custom functions is built
into the degenerate gas procedure. Each function is an 8th-order polynomial approximation
P(z) to either the positive or negative values of the 3/2-order polylogarithm. The polynomial
coefficients were chosen so as to minimize the integrated residual [ [P(x) — Lisa(z)] ?dz on
the appropriate range. For the Bose fitter this range is [0,1|, whereas for the Fermi fitter it
was chosen so that the model would be accurate for temperatures down to T = 0.27F%. For
temperatures lower than this, the fit routine will fail, and a different approach is needed to
estimate the temperature accurately.

For Bose gases, the subpanel offers three best-fit schemes: a purely thermal cloud at
T > T¢, a pure condensate, and a bimodal distribution with a condensate component and a
thermal Bose gas at ;1 = 0. In either case, the user may enter manual guesses for the width
and amplitude of each relevant component, and then perform a least-squares fit.

The output parameters may then be used to estimate the temperature, and condensate
fraction. (These calculations are not yet automated by the Igor procedure.) In the case of a
purely thermal gas, the temperature may be estimated either from the width of the cloud or
from the chemical potential. For a bimodal distribution, the temperature is given by both
the width of the thermal component, and the fraction of condensed atoms using equation
2.17. In the latter case, fits must be performed both vertically and horizontally, to account
for the elongated aspect ratio of the condensate. The fitting function returns an estimate of
the condensate number (as shown in Figure 10.4a) assuming a spherical distribution. The
true number is the geometric mean of the horizontal and vertical values thus derived.

For Fermi gases (lithium, Fermionic ytterbium) recall that the apparent quantum be-
havior is entirely determined by the fugacity & = e*/*sT) The reduced chemical potential
w1/ (kgT) is therefore included in the manual guess parameters, with a function that returns
the corresponding value of T/Tr on the fly. The fitting routine also outputs the reduced

temperature and its uncertainty, based on the formula
—1
Lisg(=¢) = ———=
6 (T/Tr)’
where the 3rd-order polylogarithm is also estimated by a high-order polynomial, accurate

for T/TF Z 0.2.

An additional function was added to the set of Fermi routines, to estimate the reduced

(10.1)

temperature based on the radial profile of the cloud. This is done by numerically performing
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path integrals around the (estimated) elliptical contour lines of the distribution. In this
way one gathers statistics from all the pixels in the image, but still maintains the quantum
degeneracy signal of a 2-D distribution. Unfortunately, for reasons that are still unclear,
the radial scheme consistently returns temperatures much higher than the thin slice scheme.
This might be due to difficulties in estimating the center and ellipticity of the cloud, or it
might be because it places low statistical significance on the region near the center of the

cloud, where the deviation from classical behavior is most apparent.
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11 Interactions at Zero Magnetic field

This section provides details of the first experimental publication of our lab,[97] which is
provided in Appendiz A.

The data collection for our first publication was begun in the autumn of 2010. Simulta-
neous optical trapping of lithium and ytterbium (in a single-beam trap) had been observed
in the spring of that year, and we spent the summer developing a crossed-beam ODT, and
optimizing the number of atoms of each species transferred from the MOTs. The sequential
loading scheme was developed at this time, as were many of our techniques for characterizing
the shape of the trap.

The first baby-steps in our long-term mission to study interacting quantum gases of alkali
and spin-singlet atoms involved understanding their basic characteristics at zero magnetic
field. At this field the Li-Li scattering length is zero (to within uncertainty of all mea-
surements and calculations [98]) which simplified our system and allowed us to focus on

interspecies effects.

11.1 Measuring elastic interspecies interactions

Despite our prior efforts to implement an XODT, much of the work for the paper was done
in a single-beam trap. We chose this because of observed thermal lensing effects, which,
due to our complicated crossing scheme (described in section 8.2), were causing the two
beams to become partially uncrossed at times and in ways that could not be accurately
characterized. In order to extract quantitative data that required accurate knowledge of the
trapping frequencies, we were therefore compelled to revert to a single beam.

As outlined in chapter 4, our lithium MOT has a significantly higher temperature than the
ytterbium MOT. This, paired with the lower polarizability of ytterbium and our sequential
loading scheme, leads to the lithium atoms entering the ODT with a significantly higher
temperature than the extant ytterbium atoms. In a 50-50 mixture of the two species the
subsequent thermalization process, which is driven by elastic interspecies collisions, will

significantly heat the ytterbium, causing a large fraction of these atoms to evaporate from

Previous Page: Momentum distributions of quantum-degenerate ytterbium (blue) and
lithium (red). Clockwise from upper left: BEC of 1™Yb. Degenerate Fermi gas of '™Yb at
T = 0.3T%. Simultaneously degenerate °Li and ™Yb. Deeply degenerate Fermi gas of °Li
at T' = 0.067F. Solid lines are fits to Bose and Fermi local-density models, while dashed
lines are classical fits to the wings of the distributions.
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Figure 11.1: Temperature evolution of Li (red circles) immersed in a bath of Yb (blue
squares). From the time scale of thermalization, the scattering length of the system can
be calculated. The black dashed line is an exponential fit to the Li temperature, whereas
the solid, red line is the best fit of a numerical model that accounts for evaporation and
background lifetime effects. The inset displays the atom numbers during thermalization,
which are almost an order of magnitude apart.

the trap before thermal equilibrium is reached.

However, a mixture biased heavily towards ytterbium will largely suppress such effects,
as the cooling lithium sample imparts only a small amount of energy to each ytterbium
atom. Figure 11.1 shows the evolution of such a system, with an atom number ratio of 10:1.
Initially, the lithium temperature is almost twice that of ytterbium. During thermalization
a small amount of ytterbium is lost (see inset to Figure 11.1) due to the aforementioned
“sympathetic evaporation” effect, but the atom number quickly stabilizes, maintaining a
favorable ratio.

This feature of our system was utilized to perform a measurement of the elastic interac-
tions between our two species. An average of a = 2.7 collisions are required for thermalization
of an errant particle with a buffer gas of equal-mass particles. This number is derived from
a set of Monte-Carlo simulations, and is independent of particle mass or scattering cross-
section.[99, 100] For an unequal-mass buffer, the number of required collisions increases by
a factor 1/& = 4(my + my)?/myms.J101]| For lithium and ytterbium, ¢ = 0.13. Using this
model, the thermalization of a sample of lithium with a large bath of ytterbium is governed
by

1 9(AT) ¢
AT a

_AT 815 = (n) ’l_}ULin (111)
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where AT = Tp; — Ty, (n) = ( L4 ﬁ) [ npinyyd®z is the density overlap, and v =

Nyy

\/%—B (l + M) is the mean relative velocity of interspecies scattering partners.
7T mrq myp

The temperature dependence of v and (n) means that the differential equation is not
solved exactly by an exponential. For this reason, we used a numerical model to simulate
the thermalization, with the scattering cross-section as a free parameter for least-squares
fitting. In addition, the model included small corrections to account for evaporation of
ytterbium and our finite vacuum lifetime of ~ 30s. For comparison, a best exponential fit is
shown on the figure, which differs from the numerical model by only a small amount.

From the above analysis, an s-wave scattering length with magnitude |az;y| = (13 £ 3) ag
was derived. The relatively large error of ~ 25% was dominated by systematic uncertainties
in trap frequencies, which affected our overlap density estimate. The validity of this calcu-
lation depends on the interspecies elastic scattering being s-wave dominated: i.e. the mean
energy of collisions is far beneath the p-wave threshold, as defined in chapter 3. Calculations
of the LiYb Cj coefficient yield a threshold of 2.5mK, more than an order of magnitude

above the highest temperatures used in the analysis.

11.2 Demonstrating sympathetic cooling

This paper also reported on our initial progress in sympathetically cooling lithium during
forced evaporation of ytterbium. As discussed in section 8.3 the lower polarizability of
ytterbium makes it necessary to impose an evaporation scheme in which ytterbium is the
majority species and used as a coolant for lithium. For this experiment, since accurate
characterization of the trap geometry was far less important than high density overlap, we
used a crossed ODT geometry.

Figure 8.2 shows an early experiment, demonstrating that efficient two-species cooling is
indeed possible. As in the thermalization measurement we introduced ytterbium and lithium
in a roughly 10:1 ratio, and allowed for an initial thermalization at full trap depth. In subse-
quent evaporation the lithium temperature was seen to closely track that of ytterbium down
to all but the lowest trap depths. In the published data, we demonstrated a factor-of-1000
increase in phase space density of lithium, with an estimated final temperature T' = 0.77F.
We had thus brought our lithium to the threshold of Fermi degeneracy; however, further
cooling was hampered by dwindling numbers of coolant atoms and reduced thermalization
rates due to gravitational sag. The latter effect, in particular, was a fundamental techni-
cal limitation of our system, which called for a tightening of our ODT beam waists, or the
development of species-selective manipulation techniques to compensate.

Since further experimental improvements were needed to achieve true quantum degener-
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acy in both species, the paper was submitted to PRL for publication in January 2011 without
the final punch line,[97| but with the promise of a second publication down the road, once

simultaneous degeneracy could be established.

11.3 Stability of the LiYb mixture

An important auxiliary result to come out of these studies was establishing of the stability
and longevity of the Li-Yb mixture. Several mechanisms may lead to heating or ejection of
atomic samples when multiple distinguishable species are brought together. For instance —
and of chief concern to us — 3-body inelastic processes involving molecular decay channels are
present in all ultracold atomic systems. In cases of particularly strong interactions, these can
lead to conditions highly unsuitable for systematic studies of interspecies interactions.[102]
It was therefore with some relief that we observed in-trap lifetimes of each atomic species

that were almost entirely unperturbed by the introduction of the partner species.
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12 Double-Degeneracy of °Li and 'Yb

This section provides details of the second experimental publication of our lab,[103] which is

provided in Appendiz B.

Shortly after our first paper was published, it was clear that we were in an excellent
position to push toward simultaneous quantum degeneracy of °Li and '"Yb. The first
ytterbium BEC had been observed in our lab in March, just as we were sending the paper
out for review, and efforts were underway to optimize the system for trapping large numbers
of both species. The large trap frequency ratio wy;/wy, = 8 all but guaranteed that a two
species sample with an ytterbium condensate would also be Fermi-degenerate in lithium. The
only obstacles at the time were optimizing the evaporation scheme for sympathetic cooling
and developing the tools to accurately quantify quantum degeneracy in each species.

Some improvements had already been made while the sympathetic cooling paper was
in review for publication. Most notably, our antiquated 399nm source — consisting of an
18W Verdi laser pumping a Titanium-Sapphire ring cavity laser, which in turn was driving
a homebuilt bow-tie cavity — was replaced with a commercial all-in-one system, (Toptica
SHG Pro) which more than doubled the power available in the ytterbium Zeeman slower
and greatly reduced routine maintenance demands. Beyond this, the ODT scheme had been
altered from consisting of a single, recycled beam to two independent beams, as described
in section 8.2. This not only improved stability of the XODT crossing, but also included a
tightening of the waist of each beam from 30um to 26pum, and an increase of the crossing
angle from 10° to 19°. These improvements contributed to reducing the trap volume, thus
increasing the collision rates needed for sympathetic cooling, and also raising the temper-
aturres of interest, T and Tr. On the eve of the last week of April 2011 we were prepared

to see sure signs of simultaneous quantum degeneracy at any moment!

12.1 Fortunes and misfortunes

And then many things happened, almost all at once.

The first of these was the April 25 publication by the Kyoto group, demonstrating double
degeneracy of both 1"Yb and '"Yb with lithium.[104] This paper also offered a measurement
of the interspecies scattering length (|ar;ys| = (19 £+ 4)ao consistent with our measured
value) and was in some sense a hybrid between the paper we had recently published and
the one we were preparing to write. In the field of ultracold atoms, experiments are built
on time scales of many years, and it is not uncommon for results achieved within months of

one another to be considered as simultaneous. Nonetheless, the Kyoto publication imparted
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a sense of urgency for us to to complete our project in a timely fashion.

The second event was the first sign of double degeneracy on April 27. Although we did
not yet have the analysis functionality to make good quantitative estimates, it appeared that
the 15-20 thousand ytterbium atoms and 10-15 thousand lithium atoms were both displaying
signs of degeneracy. Over the next days, more images were taken, and it was established
that there was indeed a measurable condensate fraction in ytterbium, whereas lithium had
T/Tr =~ 0.6. Although this was a good achievement, we still wanted at least one picture that
was conclusively below 0.557%. This is where the sign of the chemical potential flips, and
also where the classical phase space density nA3,; = 1. For these reasons, it is commonly
regarded as the threshold of Fermi degeneracy.

The third, and least fortunate, event was the failure of both of our ytterbium lasers.
First, on the morning of May 4, the power supply for the 399nm laser controller failed
spectacularly, with black smoke pouring out of the back of the chassis. The manufacturer
had a replacement power supply shipped to us on short notice; however, in the mean time
the fiber laser (an old Koheras Boostik) from which we got our green light had broken down.
No more ytterbium data could be collected until it could be shipped off and repaired at the
factory in Denmark.

Fortunately, before the 399nm laser failed a very promising pair of images had been
taken, but not yet fully analyzed. Tt was, however, evident that these images were showing
the strongest signatures yet of Fermi degeneracy in lithium, and it was agreed that we would

carefully scrutinize them for potential publication merit.

12.2 [Establishing quantum degeneracy

During the analysis of these two images from May 3rd, several of the tools that are now part
of our routine procedures were developed. The quality of the images was not sufficient to
conclusively establish quantum degeneracy in the 1-D integrated images, as had previously
been done in single-species studies. Instead, for the first time, we extracted information
from thin slices of pixels taken near the center of the clouds, where the quantum signal is
the strongest. The model we used was that of equation (2.6), modified to use simplified and

independent fit parameters.

Lip (dgemtemor/n?)
Lia (£¢)

The most important parameters here are the fugacity ¢ and the width w. For ytterbium

n(x) = nyg (12.1)

a bimodal distribution was used, with two extra parameters for the condensate amplitude
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Figure 12.1: Density traces of simultaneously degenerate (bosonic) ytterbium and (fermionic)
lithium. Atom numbers are 2.3(1.2) x 10* for Yb(Li), with reduced temperatures T'/T¢ = 0.8,
T/Tr = 0.3, respectively. The insets are cropped secitions from the absorption images from
which the data was extracted.

and width.

Using this technique, we were able to establish quantum degeneracy in lithium with very
high confidence. However, given our somewhat scant quantity of data, we chose to use an
extended approach of several different techniques to consolidate the result, and to reduce
our error bars.

For ytterbium, the temperature was extracted twice: first directly, by measuring the
width of the thermal component of the 2-D density distribution; (extracted from a thin slice
of the image) and then indirectly, by estimating the fraction of condensed atoms, extracting
T /Te using equation (2.17), and hence getting the temperature from equation (2.16). The
two methods returned consistent temperatures, with a weighted mean 7" = 100 £+ 10nkK, or
T/Te =0.8+0.1.

For lithium, the temperature was estimated in three ways, firstly by using the thin-slice
method. This method has the benefit of amplified quantum signal, but also suffers from high
shot noise, as fewer camera pixels are used for the density trace. To combat this problem,
a thick slice, averaging over many pixel rows, was initially used. The thickness was then
gradually reduced, and the reduced temperature and its error recorded for each thickness.
As expected, the apparent temperature decreased as the thickness was reduced, while the
error bars increased. Finally, an exponential function was heuristically fit to the data, and
the “zero-pixel” extrapolated value was used to estimate the reduced temperature.

Next, we estimated the temperature, again from the thin-slice data, using the cloud

width. Using the transformation of equation (2.10), we may back out the temperature
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Finally, we repeated this calculation, but using the entire cloud, and fitting a simplified

(12.2)

model of the 1-D Fermi distribution of equation (2.8). Putting these results all together, we
arrived at a weighted mean of T' = 320+ 36nK, or T'/Tr = 0.2740.03. As we had hoped, the
temperature was below 0.557% by much more than the error bars, conclusively establishing
that our sample was quantum-degenerate.

All of the calculations above were, of course, dependent on accurate knowledge of the
trap frequencies. These had, by good fortune, been measured for two different powers shortly
before the lasers failed. By extrapolating this data to the trap depths where the double
degeneracy images were taken, and applying a small correction for gravitational effects,
we had a confident estimate in the radial trap frequencies. The axial frequency was then
estimated by taking further trap frequency measurements with lithium, and extracting a
trap aspect ratio of 6.75.

We noted, while doing these computations, that the Kyoto group had observed a depletion
of the ytterbium condensate number, when in the presence of lithium. Although they chose
not to speculate on the origin of this observation in their paper, it is quite plausible that
the effect is real, and due to collisions with energetic lithium atoms. (Which have energy
~ FEp, even when T < Tr) If this depletion were also present in our experiment, we should
have expected the second method above to yield an artificially higher temperature than the
first. It is unclear why this was not the case. It may be that our experimental sensitivity
was insufficient to register the discrepancy, or perhaps the two clouds were significantly
separated, due to gravitational sag.

The latter of these conjectures is consistent with our observation that the clouds were not
fully thermalized. (Note the temperature difference in the above discussion.) To estimate the
effects of gravitational sag, the numerical model described in section 8.5 was devised, which
took into account the displacement of the trap center, change in trap frequencies, reduction
of trap depth due to spilling, and the density distributions of the two species, including
quantum statistics. This model predicted that the spatial overlap would have dropped off by
a factor 1/e by the time the ytterbium temperature reached ~300nK, a number reassuringly

consistent with the lithium temperature measurement of 320nK.

12.3 Wrapping up the paper

The writeup was submitted to PRA Rapids on May 27, one month after the first signs of

simultaneous degeneracy were observed, and submitted with only minor corrections from our
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Figure 12.2: Atom number vs phase space density. The source data was taken before the
double-degeneracy data, while we were working to optimize the evaporation ramp. The
straight line fit to the data with p < 1 gives the evaporation efficiency —0Inp/0In N = 3.4.

reviewers.|103]

In addition to presenting the double degeneracy, we added some experimental details to
the paper, discussing our trapping scheme and geometry. In particular, we demonstrated
that a shallow-angle XODT with beams of equal wavelength could be used to achieve efficient
quantum degeneracy in ytterbium. The layout of our optical trap differs from many other
groups, and it was not clear from the outset that efficient evaproation schemes could exist in
such a trap. For this purpose, temperature and number data was collected at a number of
points along our evaporation ramp, as shown in Figure 12.2. To characterize efficiency, we
calculated the rate at which the phase space density p = nA3,,; increases as atom number

decreases:

Olnp
Oln N

which is very high for an all-optical evaporation scheme.[91] As discussed in section 8.5, the

—34+04 (12.3)

gravitational tilting may play a significant role in the evaporation process, even at higher

trap depths.
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13 Interspecies Interactions in Feshbach-Resonant Lithium

This section provides details of the third experimental publication of our lab,[105] which is
provided in Appendiz C.

With the achievement of double-degeneracy in our Li-Yb mixture, our machine had
finally reached full maturity, and was ready for more advanced (and interesting) experiments.
However, the breaking of our Koheras laser and subsequent loss of Yb MOT light put our
experimental capacity on hold for many months. It was thus only in the summer of 2012 that
we published our next paper, on the chemical dynamics of Li Feshbach molecules immersed
in a bath of Yb.

13.1 Motivations

One of the more interesting features of the Fermionic °Li atom is the broad Feshbach reso-
nance between the lowest hyperfine states |1) and |2). This resonance has been previously
utilized by a number of groups, often as a means of building highly excited Li-Li dimers,
bound in the Feshbach-molecular state. When these molecules were first produced at ENS,
Paris and the University of Innsbruck [63, 106] the researchers were surprised to find that
their in-trap lifetimes were extremely long when held at fields close to resonance. Naively,
one would expect significant losses as the molecules collide with unbound atoms, or one
another, and decay into one of the many lower rovibrational levels. The longevity was later
intererpreted as a result of Fermi statistics.[107] The key idea is that a sufficiently weakly
bound Feshbach molecule largely retains the statistical properties of two individual atoms.
In a gas consisting of only two spin states, the third particle that is needed to mediate vi-
brational decay would necessarily be identical to one of the two components of the dimer,
and thus Pauli exclusion would prevent collisions between atoms and molecules.

The goal of our study was to explore the detailed role of Fermi statistics in these processes.
By introducing a third, non-indentical and non-resonant component, we expected to see a
considerable reduction in molecule lifetime, as we introduced a large family of Pauli-allowed
decay channels. Furthermore, we set out to study the nature of the inelastic rate coefficients
in a quantitative manner, and to explore their scaling behavior near resonance.|72| Finally,
we were motivated by the possibility of future Li-Yb experiments in the strongly interacting

regime, and wished to explore the stability of the mixture at fields very close to resonance.
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Figure 13.1: Experimental time sequence for the experiment. ODT laser power is shown in
red, and magnetic bias field in green. After evaporation, Yb atoms are removed, if necessary,
and the magnetic field is ramped to a target value. (i) After a variable hold time, (ii) the
field is either ramped down to 530G (iii) or up across resonance and then back down. (iv) Li
atoms are released from the ODT and imaged at this field, (v) while Yb atoms are recaptured
and imaged a few ms later at zero field. (vi)

13.2 Experimental details

The experimental geometry was essentially the same as in the double-degeneracy paper.

After both species were loaded into the XODT we evaporated the sample down to ap-
proximately 5uK. This set point was chosen for being far below the p-wave threshold for
elastic collisions, but still above quantum degeneracy for both species. (T/Tr ~ 2 for Li, and
T/Te =~ 10 for Yb) Once the atoms had thermalized, we quickly ramped up the field, using
both the MOT and Feshbach coils, to a pre-determined point near resonance. Fast ramping
was found to be crucial, as there exists a wide region of magnetic fields around 650G in
which molecules are spontaneously formed, leading to premature chemical reactions. Even
at our fastest ramp speeds, this led to a significant loss of Li atoms, and a corresponding
heating of the sample.

The molecules were then held at the target field for a variable amount of time before
interrogation. In order to characterize the mixture, we carried out one of two possible
procedures: either the magnetic field was rapidly ramped down, or the field was ramped up
across the resonance. In the former case, the Feshbach molecules were consolidated into more
deeply-bound pairs. In the latter case, the Feshbach molecules were dissolved into unpaired
atoms. Regardless of procedure, the field was then ramped to 530G, where the unbound Li
atoms could be released from the trap and measured using the high-field imaging setup, as
described in section 4.5. By counting the surplus of atoms in the second technique, where

the dimers were dissociated before imaging, we estimated the number of molecules present
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in the sample at the end of the variable hold time.

To count Yb atoms accurately, the magnetic field had to be ramped down to zero.
Although the IGBTs allowed switching of the current from the power supplies in ~ 1us,
the ringdown of the current in the MOT and Feshbach coils would persist for several ms.
We therefore found it necessary to switch the ODT back on immediately after imaging Li.
Thanks to the large mass of Yb, and corresponding slow expansion, it was possible to re-
capture almost 100% of the Yb atoms in this way. The Yb cloud was subsequently released
once more after the field turnoff was complete, and imaged within a few ms of the Li atoms:
close enough in time to use the four-frame double imaging setup.

For calibration, half of our data was taken in the absence of Yb. To prepare a pure Li
sample, we blasted away the Yb using a 1ms pulse of the imaging light. This blast could
be carried out either before or after the field ramp, with no discernable difference. The
calibration runs then proceeded in the same fashion as with Yb, except that single-species
imaging was used.

In addition to varying the hold time and alternating field ramp configuration, we var-
ied the expansion time of both species after release. This allowed us to also compute the

temperature of each species from the data.

13.3 Observations
13.3.1 Inelastic losses near resonance

Before carrying out a detailed study of the dynamics of the system, we conducted an evalu-
ation of the overall Feshbach spectrum of the system at a range of fields around resonance.
This was carried out by taking two sets of images at each field, one at a hold time of 500ms,
and one at a shorter hold time of 10ms for normalization purposes. Thus studying the frac-
tional loss at each field, we quickly found the familiar loss feature centered near 650G. Of
far greater interest to us, though, was the effect of the inclusion of ytterbium. With the
second species added, the loss feature was broadened, but only, it seemed, on the right-hand
(high-field) side.

To understand the origin of this one-sided broadening, we need to consider the nature
of the chemical processes at play. The most evident process is the dynamic equilibrium of
free atoms and Feshbach molecules.|60, 108] These dimers may be both formed and broken
through collisions, but a simple entropy argument prescribes that the equilibrium fraction
should favor free, unpaired atoms even when the binding energy U 2> kgT. Therefore, the
formation of Feshbach dimers is not sufficient to explain the deep loss feature.

Consider, then, a second step, in which a Feshbach molecule collides with another particle
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Figure 13.2: Atom loss near the Feshbach resonance. (Resonance indicated with thick,
dashed line.) Data points show fraction of unpaired atoms remaining after a 500ms hold,
normalized to samples after 10ms hold. In absence of Yb (open squares) there is a distinctive
loss feature centered at 660G. When Yb is included (filled circles) the feature is broadened,
and shifted toward resonance. The thin dashed line indicates where the interaction parameter
1/ka = 1. The lines connecting data points are to guide the eye.

to form a deeply bound dimer. The vibrational level spacing of the Li dimers is far greater
than the trap depth, so such a process invariably leads to both collision partners escaping
the trap. Only when both of these steps are in place should we expect to see significant loss
features like in Figure 13.2.

The first of these two steps occurs at a quickly increasing rate as one approaches reso-
nance. This is because, as the bound state approaches the scattering continuum, the spatial
overlap between the bound and free quantum wavefunctions approaches unity. On the other
hand, the second step is suppressed close to resonance, where the overlap between the Fes-
hbach wavefunction and the rest of the rovibrational manifold approaches zero. There are
thus two regimes to consider: one far from resonance where the first step limits the trap loss
rate, and one close to resonance where the second step is rate-limiting. From Figure 13.2 it
thus appears that the inclusion of the ytterbium bath increases the rate of the second step,

but leaves the first step unchanged.

13.3.2 Dynamics at intermediate interaction strength

We therefore decided to focus our more detailed study on fields near 700G, where neither step

is strongly suppressed, and there is a clear contrast between the behavior with and without
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Figure 13.3: Dynamics of molecule formation and decay at 709G, a) without Yb, and b)
immersed in a bath of Yb. The data points represent the contrast between the data in the
insets, taken either with or without a molecule dissociating ramp across resonance. Also
shown in inset of b is number of ytterbium atoms. The dashed and solid lines are results of
the numerical simulation.

ytterbium. In our system, this is also the regime where the scattering length becomes
comparable to the thermal de Broglie wavelength, and it can thus be characterized as a
regime of “intermediate” interactions.

To our delight, we found that we were able to measure the chemical dynamics of the
system with good resolution. Plots of molecule number vs hold time, such as Figure 13.3
were carried out for a range of magnetic fields. In the end, we settled on 710G as the ideal
field, where we could resolve all the important features: the creation of dimers in the first
few milliseconds, the subsequent decay of molecule number, and the contrast between the
data with and without ytterbium. The data collected at this field is shown in Figure 13.3,
and became the basis for extracting the inelastic rate coefficients in the analysis described
below. As expected, the inclusion of ytterbium had only a small effect on the initial slope
of molecule number vs time. However, the subsequent decay is strongly influenced by the

presence of the second species, just as anticipated from the spectral data above.
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Figure 13.4: Dynamics at 810G. At this field, we can only count atom number; however, the
simulation model still assumes a chemical equilibrium of atoms and molecules. Although
there are still losses enhanced by the presence of Yb, the sample lifetime is now several
seconds. Furthermore, there are clear signs of thermalization between Li and Yb.

13.3.3 Stability in the unitary limit

Finally, we conducted a study of the dynamics very close to resonance. For this we chose
a field of 810G, where, as expected we found extremely long atomic lifetimes. At this field
we did not attempt to count the molecules. This is because the molecules here have such
low vibratonal frequencies that a field ramp away from resonance could not realistically be
carried out in an adiabatic fashion. A non-adiabatic ramp would force the molecules into
a superposition of a free and deeply bound state, with a preference for the unbound state,
thus effectively dissociating the molecules. We therefore switched off the field rapidly with
the IGBT, and assumed that all molecules were dissociated before imaging.

The key result of this study was the evident thermalization of lithium with the bath of
ytterbium, as shown in Figure 13.4. Initially, the lithium atoms were at a higher temperature,
due to heating during the field ramp. However, with Yb present the temperature of the Li
atoms slowly decreased over a period of several seconds. This was an indication that, at

these fields, elastic collisions were dominating over inelastic ones.
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13.3.4 Toward superfluid °Li?

The stability of our mixture close to resonance raised the natural question of whether simul-
taneous degeneracy could be achieved in the unitary regime of Li-Li interactions. Such a
system would be of great scientific interest, not least because it permits the use of ytterbium
as a massive, microscopic probe of the lithium superfluid. This could be used, for instance,
in studies of the Landau critical velocity across the BEC-BCS crossover.[25, 29|

A major obstacle, however, was the heating effects of ramping the magnetic field across
the lossy region around 650G. Even when the system was brought to deep degeneracy before
the field ramp, the lowest temperatures we achieved in lithium were 7' = 0.257T: degenerate,
but significantly above the superfluid critical temperature. Furthermore, at these conditions,
the ytterbium numbers were insufficient to sympathetically re-cool lithium after the field
ramp.

A second approach of ramping the field to resonance before evaporation — or during an
intermediate point — was attempted. However, the ytterbium-induced losses at this field
were found to be too great, causing our lithium to vanish entirely before the end of the
evaporation ramp.

Some improvement was achieved by selectively removing one of the lithium spin states
before the bias field was brought near resonance. Since the strong interactions occur only
between the |1) and |2) states of lithium, the removal of one of them greatly reduced losses.
This state could subsequently be repopulated with an RF transfer of half of the remaining
atoms. Unfortunately, the accompanying factor-of-2 reduction in overall lithium number
proved to be more than we could afford, leading to hopelessly low-quality images of the
< 5000 remaining atoms.

Unable to produce a sample of resonant, deeply degenerate lithium, we decided to put
this project on ice until further experimental improvements could be made: either to the

number of trapped atoms or to the speed of our magnetic field ramp.

13.4 Estimating the Chemical Dynamics

To interpret the data above in a quantitative way, a numerical simulation model was devised,
and implemented using Igor Pro. The simulation modeled the dynamics of the co-trapped
gases of Li, Lis, and Yb using a coupled set of 5 nonlinear ordinary differential equations
(ODEs). By evaluating the ODE repeatedly, with varying input parameters, we derived a
least-squares fit to our data, and thus succeeded in extracting numerical estimates of the
inelastic rate parameters. Of these, some had previously been measured,[106, 13| and could

provide a test of our model, whereas others (especially those involving ytterbium) were new
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measurements.
The following two sections provide an outline of the physical model that was used in the
ODE, and a brief description of the modified forward-Euler scheme and least-squares search

routine used for this experiment.

13.4.1 The Chemical Processes

To simulate molecular dynamics in or without the presence of Yb, we study the rates of the

following reactions:

Li+Li+Li = Liy+Li+E, (13.1)
Li+Li+Yb = Liy+Yb+E, (13.2)
Liy+Li — 0 (13.3)
Liy+Yb — 0 (13.4)

Note that reactions (13.1) and (13.2) may happen in reverse. The latter two reactions
represent transitions to deeply bound molecules, which are ejected from the trap along with

their collision partners.

13.4.2 Equations of Motion

Following the notation of Zhang and Ho,[108] we write down the differential equations for

the local density of Li dimers (n,,), Li atoms (nr;) and Yb atoms (nyy).

3 1
Ny = <—L3nii - qL3nani> + <—L§n%inm - ngnman)

4 2
—Lonmnr; — Lynmnyy (13.5)
3 1 2
hLi = -2 (ZLgn%L — ngnani) -2 (iLgnilan — qué’ern}/b> — LQTLmHLZ(l?)G)
iy, = —Lynhmnys (13.7)

The L-factors are related to the square of the matrix elements for each of the four reac-
tions: Ls, L%, Lo, L), respectively. (Note that the “prime” denotes the equivalent, unprimed
reaction, but with Yb as the spectator particle instead of Li.) The prefactors of 3/4 and
1/2 inside the brackets are due to processes (13.1) and (13.2) involving two different spin
states, each with population nz;/2. (Throughout this section, factors of 2 will be popping
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up due to the two states of Li. It is assumed throughout that the mixture is unpolarized,
e.g. Ny = N, = Np;/2.) The g-factor is related to the equilibrium constant of the two-way
chemical reaction Li+ Li = Lis, and is a function of the bound state energy as well as the
densities of Li and Li;. When the dynamical time scales of the system are longer than the
inverse mean trap frequency 1/ we can take q to be a global parameter. In our experiment,
chemical time scales were ~ 10ms, whereas 1/w ~ 0.5ms, so the global-q approximation was
assumed to be valid.

Integrating over the atomic clouds, we get the global analogues of the above equations:

. 3 1
: 3 1
Ny, = —LiI, (13.10)

In the above equations, the four I-factors are spatial integrals of the products of density

terms that appear in the local equations of motion.

3
L= e (D (13.11)
b Li B 2%\/§R%i .

L = /n2 nyd®x = NENys ! (13.12)
2 - 1YY - .
- (27T\/§)3 (R%iR%’b + %R4Li)3/2
NN
3 LiiVm
. Ny Ny 1
I, = / NNy pd T = (13.14)
(2m)32 (RS, + 3 RE,)%
Here, we have defined the mean cloud radius of lithium (ytterbium) as
kgTy,
Rricyn) = —AB L_(;/b) (13.15)
MLi(Yb)WYLi(yb)

/3 An important assumption behind the above equations is that each

with 0 = (wywyw,)
species is quasistatic, remains in internal thermal equilibrium throughout the process, and

maintains a Boltzmann density distribution



Furthermore the molecules and free Li atoms are assumed to remain in thermal equilibrium,
and thus the size of the molecular cloud, R?, = R?,/2. Although this assumption was not
tested experimentally, we assumed it to be valid due to the very large scattering length

between Li atoms in the magnetic field regime of interest.

13.4.3 The g-Factor

When simulating the system, using equations (13.8-13.10), the L-factors are experimental
“knobs” that can be tweaked to fit experimental data, whereas the I-factors are dynamic
variables that depend on instantaneous numbers and temperatures. In addition, we have the
thermodynamic “g-factor” to worry about.

In essence, ¢ determines the quantitative balance of atoms and molecules in chemical
equilibrium. Its value is such that when the free energy F' of the system is minimized, the
forward and backward reaction rates are equal. Take the free energy of the three-component

(classical) gas to be

(13.17)

F=—kpgTIn <ZﬁLiZ)]/Vg/b(Zm€_Eb/kBT)Nm>

NYb!Nm! ((NLZ/2)‘) 2

where the Zs are the single-particle partition functions. Note that ¢ depends on the in-
stantaneous properties of the system: numbers and temperatures. Since the Yb number &
temperature does not depend on the molecular population, we are left with minimizing the

reduced free energy

ZNLz‘(Zme—Eb/k’BT)(NToz—NLi)/?
F = —kpgTln | =L —— , (13.18)
( (NTot2 Nm)g((%)!)Q
which gives us the equilibrium molecule fraction (see ref. [60])
Nr, 1
IO — 14— Bo/kT (13.19)

2N7(;Q) o (Le(I)
(]
In the above equation, ¢ is the phase space density of Li atoms in the ground state of

the harmonic trap

Ny [ Ao \®
;= _ 13.2
oL = (kBT> (13.20)

We can link this ratio to ¢ by setting the Yb number to zero (this is ok, since ¢ is
independent of Nyy), so that I, = I, = 0 in equations (13.8)-(13.9). We also set Ly to

zero, since the concept of chemical equilibrium assumes a lossless regime. The steady-state
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solution then yields

311
N2 34
N i

(13.21)

which we can combine with equation (13.19). The lowercase, reduced integral factors
iy = I;/N},, i3 = I3/(NpiN,,) are number-independent. To eliminate the a priori un-
known equilibrium quantities N\ N? we write down equations (13.19), (13.21), plus a

“conservation of mass” criterion. In simplified notation,

N2
A2
neg; = 4 (13.23)
A4+2M = N (13.24)

Where, A = N9 M = N9 n, = 3iy/4is, and = 2(kpT/hw)®e~®/k5T Combining

these equations to eliminate A and M, we get

3 kpT ’ —Ey/kgT
q=2xn, = T < = ) e Ev/kp (13.25)

As expected, ¢ depends sensitively on the temperature of Li atoms and molecules, so it

needs to be reevaluated for each step of the simulation.

13.4.4 Thermal Equations of Motion

The conversion of an unbound atom pair to a bound molecule releases an amount of binding
energy Fj, which adds to the temperature of the mixture. Since the I- and g-factors in
the number equations are strongly temperature-dependent, the temperature of the mixture
needs to be maintained as a dynamic parameter of the simulation. Process (13.1) dumps
E, of energy into Li, whereas process (13.2) distributes the same amount of energy between
Li and Yb. However, conservation of momentum dictates that, in the center-of-mass frame,
the ratio of energies absorbed by the two reactant particles Er;, /Ey, = myy/mp;, ~ 15. In
other words, both processes give nearly all the energy to Li, so rather than splitting hairs

we simply assume
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By = B, (Nm> oy (13.26)

where (Nm) is simply the first term on the right-hand side of equation (13.8). To
3—body

convert this to a temperature gradient, let Er; = 3(Np; + N,,,)kpTy;. Differentiating this
with respect to time, solving for 77;, and plugging in the 3-body terms from (13.8)-(13.9),

we get
Ty = —— (Bui = 3(Nwi + Ny kT
Li — 3NkB Li Li m)VBL L
E, 1 1 1
= | —4+T | ———<Ls| =11 —ql Ly(=1, —ql 13.27
<37<?B+ L)NLi+Nm{3(41 Q3)+ 3(22 94)} ( )
To evaluate the above equation, we used (NLZ) = -2 (Nm> . Note that we
3—body 3—body

are still considering only processes (13.1)-(13.2), since the others do not add kinetic energy

to the sample. Since Yb is mostly unaffected by this heating (£ = 0), we let

Ty =0 (13.28)

The additional term proportional to T7; in equation (13.27) may come as a surprise to
some. The physical explanation is that when atoms bond into molecules, there are fewer
particles across which to spread the thermal energy of the sample. Thus, the mean energy
per particle must increase. Equivalently, one could note that formation of molecules would
spontaneously decrease the entropy of the sample, unless there is a rise in temperature to

compensate for this.

13.4.5 Evaporation

Each species may cool itself, in order to dump released chemical energy, through spontaneous
evaporation. The rate of evaporation of a Boltzmann gas with 7 = kgT'/Uj.qp > 1 can be
found in [90].

(N) = 20— )N (13.29)

Here ~ is the rate of effective thermalizing collisions: v = Viptra + {Vinter- A more detailed
discussion of interspecies collisions and the mass correction factor £ is provided in the next

section. The intraspecies collision rate for each species is
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8kpT
Vintra = O\ | —— /n2d3x (13.30)
mwm

where o is the cross-section of elastic collisions. For ytterbium, we can use the low-energy

formula for identical Bosons.

oy, = 8mayy, (13.31)

For the case of Li-Li collisions, however, in which the scattering length is comparable to
the thermal de Broglie wavelength A\ryp = h/v/2mmkgT, the cross-section is momentum-
dependent of the form 4ma?/(1 + k*a?), and needs to be averaged over the distribution:

4ma? hk . 252
VLi-Li = /% ( ) (/nQd‘sx) (e_ﬁr%’fw )\“TdB> d*k (13.32)
Li
8kpT
amm,/ & / (13.33)

Although I never succeeded in evaluating a closed-form of the integral that yields the mean

CTOSS-Section 0 peqn, its apparent functional form (according to my good friend Mathematica)

is a rather straightforward function of the dimensionless parameter (* = a?,/(7A\%,5):

—4/3

Omean == 4Amay,; (14 ¢*?) (13.34)

In addition to particle loss, the evaporation also (of course) adds a term to the temper-
ature equations. (13.27-13.28) The form of this can also be found in [90].

(1), = 3w (V). (=25 55) 1339

The number and time derivatives thus derived may then be appended as additional terms

in the thermal equations of motion.

13.4.6 Interspecies Thermalization

The simulation includes a set of terms to account for interspecies thermalization:

: AT (& Em
T) _ 2 , . 13.
( erm N (2 7Live + oL 2”) (13.36)

where AT is the temperature of the evaluated species with respect to the other (AT =

Tother — Tinis). The number 2.7 is the mean number of collisions required for thermalization

146



of equal-mass partners. £(&,,) is a correction factor for collisions between Yb atoms and Li
atoms(molecules), of the form 4mp; i mys/(Mririy) + mys)? = 0.13(0.24), that accounts
for the greater number of collisions required to thermalize unequal mass partners. Finally,

YLive is the (global) interspecies scattering rate.

8kp (T =~ Ty /
ive = (4mal, nypd 13.37
YLivb ( WaLsz>\/ - (mLi + — NLiNypd” T ( )
8kp ( Ty Tyy
VLisYb = (47Ta’%i2Yb)\/ - (szi + - /nmandBSU (13.38)

The second density integral is just the previously calculated I,. By analogy, we can write

the first density integral as

NNy, 1
nypdir = 13.39
/nL RO (2m)3/2 (R%, + R¥,)3/? ( )

Although the Li-Yb cross-section ar;y;, has been measured in our lab, the atom-molecule
cross-section ar;,yp is unknown. For the simulation, I boldly assumed that for very large,
weakly bound molecules, the constituent atoms would scatter independently, and thus ay;,y, =
V2az:yp. Since this effect was miniscule in our experiment, it was impossible to estimate the
accuracy of this assumption, but, in corollary, any discrepancy from reality would have had

a very small impact on the outcome of the simulation.

13.4.7 3-Body Direct Losses

In addition to processes (13.1-13.4) there are two others that may affect our results:

Li+Li+Yb — 0 (13.40)
Yb+Yb+Yb — 0 (13.41)

The first of these is essensially processes 13.2 and 13.4 combined, and represents three
atoms forming a deeply bound Li-dimer in a single step, without going via a Feshbach
molecule. The second one represents the formation of Yb-dimers. In either process more
than enough kinetic energy (typically several K) is released to eject the collision partners from
the trap. In order to estimate the strength of these effects, additional population dynamics
data was taken at fields above the Feshbach resonance, where the scattering length has equal

magnitude, but no bound Feshbach state exists. The results from this measurement were
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then plugged into the molecule simulation. Except at fields very close to resonance, where the

lifetimes were several seconds long, the effect of these processes was found to be miniscule.

13.4.8 Anti-evaporation

So far we have assumed that processes leading to deeply bound molecules simply cause the
constituents to vanish from the trap. However, as described in [109], these losses impose an
effective heating, by virtue of happening selectively to atoms near the trap minimum, where
the density is greatest. This effective heating rate can be computed by working out the mean
potential energy of the participating collision partners. For process 13.40, the mean energy

lost by each Li atom is

1 B 1 1 1 1 1
(U) :/imLiw%ixQ X - exp {—5 (R% + I + R%,l) x2} d*x (13.42)
where A is the normalization constant
1/ 1 1 1 orR2. k2, \**
A= [ e —— + + 22y Py = | =L Yb 13.43
ool (v ) 7= (o o (12.43)

which yields

3 2R?
(U) = <kpTLi (—”’ ) (13.44)
4 R}, + 2R3,

Since the mean potential energy for all Li atoms in the trap is %kBTLi, this leaves an

energy surplus for each lost Li atom, which is deposited to the remaining atoms:

3 R}, + R}
Eep = §k;BTM (ﬁ) (13.45)

Note that this effect is maximized in the limit R?, > Rj,. In that limit, Yb atoms are
only available to react with Li at the center of the trap, and all atoms lost this way thus have
zero potential energy. In the opposite limit, R, < R%,, Yb is equally abundant throughout
the Li cloud.

Using similar derivations, we can complete table 13.1, which provides the cloud size
dependent multiplicative factor for each relevant loss process.

In addition to the location heating, one can imagine the constituents of these reactions
depositing some energy through collisions as they leave the trap. Modeling such an effect
would be beyond the scope of this analysis. However, we can assume that the collisional
energy transfer scales linearly with the number of remaining atoms in the trap (i.e. the

mean number of atoms that an ejected particle must pass on the way out), and that s-wave
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Process | Li heating (Egep/3kpT1i) | Yb heating (Euep/5ksTvs) |

Ly : Li+ Liy 1 N/A
. R2, 2R3
Ly bt L (o) (i)
/ . . R%,+R} 2R}
Lip: LiLieh | 2 (k) (4,
Ly, : Yb+ Yb+ Yb N/A 2

Table 13.1: Heating due to potential-selective losses. Numbers are for a single reaction.

resonant behavior can be ignored (since the escaping particles have momenta far above the
p-wave threshold.) Thus, we simply impose an additional heating term, proportional to
number of escaping particles, and independent of remaining particle number. The net effect

of both the anti-evaporation and collisions is

T ’L) = - = k: - kl o 1~ ]{j/
(). = bt o ) o2 () )
+ (T) ; (2ko + 2k + 2Ky, + 2kys) (13.46)
' I Tyy 22 92
T ) = 5 K+ [ —— ) Ky, + 2%
( Yo inel 2NYb{(1+2T2) 2+(1+27’2 3D+ Yb
+>(jh> ll<2k2_+_2k;_+'2kéD + 2kys) (13.47)

where the k-factors are products of the corresponding L- and I-factors from section 13.4.2,

and 7? = R}, /R7,. The deposition energy <T> was treated as an empirical constant that
coll

can be roughly estimated to fit the data, but was not varied dynamically by the least-squares

finder.

13.4.9 Background Lifetime

Even at very low densities, where chemical processes are suppressed, the samples have a
finite, species-independent lifetime, 7, that can be measured and accounted for through an

additional decay term

(N) =—N/T (13.48)

in each of equations (13.8-13.10).
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13.5 Numerical techniques

In order to integrate the differential equations (13.8)-(13.10) at a wide range of conditions,
and to extract quantitative estimates for the rate coefficients, a set of simple numerical
techniques were used. Each of the following sections discusses a particular routine, which
was designed to call upon a subroutine that incorporates all the physical effects discussed in

section 13.4.

13.5.1 The adaptive forward-Euler scheme

In the above sections, we have described the considerations needed to estimate the equations

of motion of the system, i.e. we have derived a functional form for

(NT) — f(N,T,...) (13.49)

However, we have yet to determine a scheme to numerically integrate this differential

equation. One such scheme is the forward-Euler method,

9y
ot

where the time derivative of y is some known function of y, t. This method is straightforward,

Ynt1 = Yo + Al (13.50)

and requires minimal computing resources, but has the disadvantage of potentially suffering
from unstable (divergent) behavior.

Dynamical systems in which one or more parameters are subject to dynamics much faster
than the overall time scale of investigation are referred to as “stiff” systems. In solving such
systems numerically, great care has to be taken to ensure a sufficiently small iteration size
At to avoid diverging solutions.

Multi-step (e.g. Adams-Bashforth) or multi-stage (Runge-Kutta) methods may provide
substantial improvements in computational accuracy, thus reducing the number of steps
required for a stable solution. However, additional complications arise when the stiffness of
the system varies over several orders of magnitude over the course of a single simulation.
If the step size is sufficiently small to accommodate the stiffest regions of the simulation,
computation will be needlessly slow in more relaxed areas. In such cases it is desirable
to estimate the local truncation error (LTE) of the numerical scheme so that the iteration
density can be varied “on the fly” as need dictates.

The molecule simulation proved to be just such a system. In the beginning of each
experimental run at 710G there is a very rapid increase in molecule number, on time scales

of ~ 10ms. Evidently, the system is attracted to the (dynamically varying) equilibrium
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Figure 13.5: Solutions to the differential equation 3’ + 2y — 2 = 0, y(0) = 2, using the
forward-Euler method, (red lines) shown together with the analytic solution (dashed line).
If the step size of the iteration is chosen to be appropriately small the Euler method rapidly

converges to the true steady-state solution. If the step size is too large, the numerical solution
diverges.

fraction on this sort of time scale, and for the remainder of the simulation we need to
maintain a sufficiently small At to prevent instabilities. A time step of 1ms was found to
be sufficient to model the dynamics at this field. Matters were complicated, however, when
extending the technique to other fields, as described in section 13.6. In particular, the L,
L5 and Lj;, coefficients all diverge close to resonance, leading to dynamics several orders of
magnitude faster than at 710G. To accommodate such a range of systems, while allowing for
“batch runs” of simulations, an adaptive numerical scheme was required.

The straightforward solution employed to deal with the above problem involves running
the iteration two steps at a time, and estimating the LTE associated with the discretization
for each pair of iterations. Essentially, we measure the significance of having simulated this
region in two steps instead of one, and use the difference to determine if higher iteration

density is warranted.

To put this idea into proper notation, we take the LTE of a single step, using forward-
Euler and starting at ¢ = tg, to be

1
LTE = ’§y”(At)2

= % ly(to) — 2y(to + At) + y(to + 2At)| + O(AL)? (13.51)

where y(t) is the simulated output value at time t. Note that three discrete points are needed
to estimate the curvature y”.

Figure 13.6 shows an alternate interpretation of the LTE, as the local discrepancy between

forward-Euler with step size At and step size 2At. Here LTE = %e, where the error e
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dr 2dr 3dr 4dr 5dt

Figure 13.6: Numerical solution to a dynamical system (green line) together with the exact
solution (black, dashed line). The red lines are extrapolations of the green line segments,
used to estimate €;(; 12, the reduction in error from step size 2At to step size At. Depending
on the desired tolerance, the first two steps may require further bifurcation, whereas steps
3-4 may not.

describes how much you “gain” from halving the step size.

If it is found that the LTE is greater than some user-defined tolerance on a region
[to, to + 2At], the simulation doubles the iteration density, in this region only, and re-
evaluates all time steps in the region. If either of the subdivisions still returns a higher-than-
tolerance LTE, the bifurcation is repeated as necessary, until all steps are within tolerance,
or until some storage limit is reached. The additional memory required for the additional
iterations may be borrowed from unused, future time steps. The algorithm used for the
molecule simulation may therefore produce errors very close to the end of the simulation,
where sufficient unused data points may not be available. This trivial problem was circum-
vented by letting the simulation go slightly further than required to collect the 500ms data
for the field dependence simulation.

Note that this algorithm does not guarantee that the simulation is stable everywhere. In a
stiff system near equilibrium, the simulation may slowly begin to diverge until the instability
exceeds the specified tolerance, at which point the algorithm temporarily decreases the step
size and pushes the system back to equilibrium. In such cases it is common to see a “frayed”

plot, with discrete, periodic outliers.

13.5.2 Least-Squares Fitting

In order to estimate the true value of the simulation input parameters, a least-squares fitting

routine needed to be devised.
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Assume that a measured observable of our physical system (e.g. molecule number, tem-
perature...) follows some dynamical path f, which depends on a set of k initial, unknown

physical parameters a:

fot— fat) (13.52)

In the molecule simulation, we considered k£ = 9 input parameters, in no particular order:

@ = (NLi, Nm, Nys, Tpi, Ty, Ls, L, Ly, Ly) (13.53)

where the numbers and temperatures represent the initial values at £ = 0.
For a given data point, {¢;,y;} with error bars o;, the a priori probability of that point
falling where it did is

_ (vi—fz(t)?

Pixe %2 (13.54)

If the errors are purely statistical, the corresponding probability for the entire set is thus

PPy Py = exp (-éi(‘% - fa(ti)f)

g;2
i=1 v

exp (—%;ﬁ(ﬁ)) (13.55)

The most likely set of physical parameters @ are those that minimize the chi-square
parameter y?(@): this is the set of parameters that yield the highest probability that we
would measure what we did.

To find the minimum of x?2, a decent-looking fit was found manually, by varying param-
eters by hand and monitoring the output channels, Np;(t), Ny, (t), Nyy(t), Tri(t), Tys(t)
plotted alongside the experimental data. The computer, too, was set to monitor all the
output channels, and group their individual variances into a global 2. Once a reasonable
fit was found, both by eye and through the 2, the computer took over, refining the fit using
a basic gradient search.

The gradient search involves varying @ by some small amount ¢; ~ Wloai in the i-th
component, and recalculating y2. After doing this for each component of @, the direction of

the search is determined by the gradient

202\ _ 1 2(7 3
R D (@) = x(@+ &id) (13.56)



The search is then iterated with

(13.57)

The size of ¢ determines the speed of the search, but increasing 0 also compromises the
accuracy of the search, once an approximate local minimum is found. As a compromise, a
“slow-down” function is built into the search algorithm: each time a step returns a greater
x? than the previous step, ¢ is halved, and the search is continued on this more refined scale.

To check for situations where the system gets stuck in a non-global minimum, the gradient
search was run many times, starting from a variety of initial conditions. In the end, the search
that returned the lowest y? was assumed to have reached the global minimum, and these

output values of @ were chosen for publication.

13.5.3 Assigning Errors

The error bars associated with @ depend on the local landscape of x?(@). In our chemical
dynamics problem, where there are several processes that yield similar effects, we expect
significant covariance of errors. It was therefore necessary to compute the full covariance
matrix in order to estimate the true error bars.

In the spirit of equation (13.55), we take the error associated with of @ to be the amount by
which the input parameters must be changed (from their optimized values @) to increase
x? by 1. This is the point at which the probability of getting the measured data has dropped

off by e~'/2. To find this value, we consider the second-order Taylor expansion

X2 (@) 2 X (Gpest) + T MU (13.58)

where ¥ = @ — dpess. M is the k X k precision matrix — the inverse of the covariance matrix

— given by

10 0 -
i = 575X (@)

2 8ai aaj
Within the region of applicability of the second-order truncated expansion, M completely

M (13.59)

determines the & + 1-dimensional landscape of x? about its minimum. In particular, if one
were to vary any one parameter a;, x> would increase by 1 when a; — a; + 1/v/My;. If M

were diagonal, we could therefore conclude that

0a; = 1// My (13.60)
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Figure 13.7: Example of landscape of x? for two parameters, (x,y), with covariance matrix

—3
( _i /s 1/ ! ) Without having computed the off-diagonal terms, we would expect o, =
V1/2, o, = 1. (Black arrows.) However, by moving along a principal axis (red arrows) we
find o,, = 0.65, 0,,, = 1.29. The real uncertainties of x and y , with covariance accounted

for, are therefore o, = 0.83, o, = 1.18.

However, the existence of off-diagonal terms change the landscape of x2. Specifically,
they tend to shear the contours, as in Figure 13.7. This corresponds to the notion that two
different parameters, when varied, partially compensate each other, so one can move farther
from the minimum without changing x? significantly. Of interest, then, are the principal
azes of parameter space in which one can move away from the minimum without any other
direction being able to reduce x2.

These axes are, of course, just the eigenvectors of M. By construction, M is diagonal, so
we are guaranteed that the eigenvectors are orthogonal. Call these (normalized) eigenvectors

{n;}. From the singular value decomposition it is clear that

oy =1/VE: (13.61)

where E; is the i-th eigenvalue of M corresponding to 7;. We can write the basis of @, {1}

in terms of {n;}

i = Z (13); 7 (13.62)

Jj=1

and use standard propagation of errors to derive the error bars on a:
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(13.63)

In practice, the real computational obstacle lies in estimating the covariance matrix. As

in the previous section, we vary each parameter by a small amount ¢; = 0.01la;. Doing the

diagonal elements first

with @ evaluated at @p.s. Similarly, for the off-diagonal elements

X2 (A+E+E) P (@+E—E) X (a—&+E)—x*(a—E—§))
]- QEJ' 26]'

2 261‘

1
1 m+n — m= n=
= g 2 T (1) (1))
v m,n=0

(13.64)

(13.65)

Since M is symmetric, we only need to compute half of the off-diagonal elements explicitly.

Nonetheless, for a 9 x 9 matrix, the full simulation must be run (and the x* computed) a
total of 1 +9 -2+ 36 -4 = 163 times. Fortunately, this calculation needs to be done only

once, after one is sure that the global minimum of x? has been found.
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Figure 13.8: Magnetic field scan data, with theoretical model superimposed. Several stochas-
tic parameters were used to account for artifacts arising from the magnetic field ramp to the
target field. Solid lines represent a straightforward scaling model, whereas the dashed lines
include a finite-temperature correction to the scattering length.

13.6 Rate Coefficient Scaling Laws

Of course, the L-coefficients that govern the dynamics of these systems depend on the scat-
tering properties, and the bound-state wavefunction. It has been theoretically hypothesized
that all of these coefficients scale nicely as powers of ar;. Lz was worked out in 2005 by
Petrov et al. [110]; the others were computed by various grups, and can be found compiled
by D'Incao et al. [111]

Ly oc af (13.66)
Ly « a* (13.67)
Ly o« a 3% (13.68)
Ly o« a* (13.69)
tp X a’ (13.70)

The last of these, L}, describes the Li+Li+Yb process described in section 13.4.7. The
Yb-only 3-body process in the same section is, of course, independent of the Li scattering
length. Its value is estimated by Takasu et al. [13].

From the outset, one of the goals of our study was to experimentally investigate these
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scaling laws. To this end, we revisited the initial data set, taken at a range of magnetic fields.
(Figure 13.2) Using the rate coefficient values extracted at 710G and the theoretical scaling
laws above, the simulation was repeated at a range of magnetic fields, and the appropriate
ratio of atom numbers at 500ms and 10ms was computed for each field. The resulting theory
curve was found to be in good qualitative agreement with the experimental data. To further
improve the accuracy of the model, two modifications were made to the simulation input
parameters. The first modification was to include a heuristic decline in initial atom number,
and corresponding rise in initial temperature, across the loss feature. This corresponds
to experimental observations of field-dependent initial conditions, which we attributed to
chemical processes occurring in the ~ 20ms during which the magnetic field was ramped
toward the target value.

The second alteration was to slightly increase the value of L3 at lower magnetic fields.
This was done to account for a “saturation” effect that we believed to be present in the 710G
data. The theoretical scaling laws were computed assuming a low-temperature limit in which
the scattering length is energy independent. However, at temperatures where ka ~ 1 for
typical particle momenta k the collisional cross-section is attenuated by a factor (1 + k?a?),
corresponding to an apparent attenuation v/1 + k2a? in the scattering length. By correcting
for this behavior, using experimentally measured temperatures, we saw a small downward
shift in the simulation data in the region where L3 is the loss-limiting coefficient, which
brought the simulation into excellent agreement with our data.

Although the accuracy of this study is not sufficient to actually measure the appropriate
value of the scaling exponents, it gives good reason to believe that the theoretical values
are of good accuracy. It has been our intention to return to this topic, and perform more
involved dynamical measurements, similar to Figure 13.3, at a range of magnetic fields. In
this way, we could extract the rate coefficient values for many different scattering lengths,
and thus compute an experimental value of each exponent. At the time of writing, this

experiment is still in the planning stages.

14 Manipulating Spatial Overlap

This section provides details of the fourth experimental publication of our lab,[112] which is
provided in Appendiz D.

After the publication of the double-degeneracy paper, it was deemed that it would be a
good idea to write up a review article about our apparatus, for the benefit of the many other

research groups who are starting up two-species experiments, and also for our own benefit
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of collecting several years” worth of information about the machine. This writeup was taken
to be a low priority, and thus it took over a year before the paper really got underway.
In the end, its creation was facilitated by the desire to conduct a more extensive study on
gravitational sag, and ways to combat the corresponding spatial overlap issues, and this goal
seemed to be highly compatible with a broader discussion of our trapping apparatus.

The majority of this paper contains technical information that is also available elsewhere
in this thesis,[112] and which does not require repetition. Instead, I will focus on the fi-
nal section of the paper, which is centered around our studies of species-selective in-trap

manipulation scheme.

14.1 Species-selective control

As had become apparent in the analysis work for each of our previous papers, gravitational
effects play a major role in our experiment. Gravity modifies the effective trap depth seen by
Ytterbium, affects evaporation rates, and also leads to relative displacement of lithium and
ytterbium in the trap. Although some of these effects may be unwanted, external forces can
also be utilized to perform new types of experiments. For instance, by applying a magnetic
gradient one might use ytterbium as a spatially controlled probe of a degenerate gas or
superfluid of lithium. Such gradients may also be used to achieve highly degenerate Fermi
gases, by “skimming” the Fermi surface. Finally, and perhaps most importantly for our
experiments, magnetic gradients may be utilized to maintain spatial overlap of lithium and
ytterbium, even at low trap depths where ytterbium sag would otherwise separate the clouds
entirely.

The goal of our paper was to focus on a quantitative study of in-trap displacement
induced by gravity. Furthermore, using a magnetic gradient that would affect only lithium,
we wished to demonstrate that the cloud separation that becomes apparent at low trap
depths could be compensated by forcing a displacement of lithium equal to the gravitational

sag of ytterbium.

14.2 The magic B-prime

To perfectly compensate for gravitational sag, a finely tuned magnetic gradient, or “magic B"’
is required. The magic gradient turns out to be independent of the trap depth, or any details
of the shape of the trapping potential. Consider first a one-dimensional gravitationally tilted

potential experienced by ytterbium,
Uyp(2) = aypl(2) — mypg2 (14.1)
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where ayy, is the polarizability of ytterbium, and I(z) is the intensity profile of the trapping
beam.

When confined in the same trap, lithium, due to its higher polarizability, feels a stronger
trapping potential, but a much weaker gravitational gradient. By adding an additional

magnetic gradient, however, we achieve a trapping potential
Uni(z) = aril(z) — mp,gz — uB'z (14.2)
where p is the magnetic moment of the lithium atoms, and is a function of the bias field

applied. If we choose B’ such that

mrigz + pB'z = %my;,gz (14.3)
Qyp

equation (14.2) can be rewritten

AL

Uri(z) = L (aypl(2) — mypg2) (14.4)
Ayp

= Yi(2) (14.5)
Qyp

In other words, the lithium potential is identical to the ytterbium potential, up to an
overall multiplicative factor a;/ays. This necessarily implies that a local minimum of one
potential is also a local minimum of the other, and our equal-displacement condition is thus

fulfilled. Rewriting equation (14.3), we find the magic B-prime.

(14.6)

/ ar; Myvy mri ®yp
magic = 1 +

Qyp M myyp O

The second term in the brackets is a small correction (~ 1/60) for to the effect of gravity
on lithium.

The polarizability ratio a;/ay, = 2.26 may obtained from table 4.1 and equation (4.13).
If we furthermore assume a sufficiently large bias field that pu ~ pp, we get a magic B-prime
B/

magic

= 68.2G/cm (14.7)

14.3 Calibrations

In order to study the in-trap effects of magnetic gradients, we had to carefully calibrate both

our understanding of the trap and the strength of the magnetic fields we were producing.
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14.3.1 ODT power

First of all, we needed to know the trap depth as a function of the control voltage V.. that
we were applying. During this experiment, the control voltage operated a feedback system,
which used a photodiode to monitor the ODT power. The feedback mechanism then ensured
that the voltage from the photodiode, Vpp = V,pnir-

One of the two ODT beams terminates in a high-intensity power meter, which was used
to calibrate the photodiode signal, thus giving P»/V . By disconnecting the feedback
mechanism, ramping the power to max, and using the */2 waveplate before the ODT beam
splitter to send all the power to the power meter, we found (P, + P,)/P». From this, we had
(P + Ps)/Veontr, which we could further convert to trap depth using the relation

2(P, + P,)
Tw}

U() = (148)

However, before doing this we had to properly measure the beam waist.

14.3.2 Computing the beam waist

The beam waist was first estimated using the ytterbium sag data we had collected.

The dimensionless sag parameter £ = s/wy may be numerically computed from the tran-
scendental equation (8.15). Conveniently, it is a function of only one independent parameter,
uy = Up/(mgwy), which depends linearly on the ODT laser power. Here, wy is the waist
of the trapping beam, and Uj is the “nominal” trap depth in absence of gravity. (L.e. the
AC stark shift at the beam center.) A numerical function of § vs ug may be computed and
compared to the data. &(ug) is plotted in Figure 8.7b.

Figure 14.1 shows the sag data obtained by evaporating ytterbium to a variety of trap
depths, set by V.. From this data we were able to extract an independent measurement

of the trap depth and beam waist, using the fit function

y = yo+s(lo)
= Yo + wWo X g(‘/cont’r/%> (149)

There are three unconstrained parameters here: yy, Vj, and wy. The parameter g, is the
asymptotic position of the atoms at very high trap depths, whereas 1 is the voltage that
yields ug = 1.

Due to the definition of &, the waist may be extracted directly from one of the fit param-

eters. However, when this was attempted, it was found that the error bars returned by the
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Figure 14.1: Ytterbium sag data for a range of trap depths. The x-axis is the analog control
voltage V_.onir, which is proportional to the trap depth. The dashed line is a best-fit of the
model function y(Veonsr) = Yo + Wo X &(Veontr/ Vo), with V4 constrained by equation (14.12).

fit were huge! The problem here is that over most of the data range we find {(ug) ~ 1/(4uy).
On this region the fit function is overdetermined, with wy and V[ exhibiting very strong
covariance.

The solution to this problem was to somehow constrain these two parameters to one

another. This could be done by plugging the definition of uy into that of V4.

(14.10)

In the above equation, the partial derivative has been replaced with a simple fraction,
as the feedback system ensured that nominal trap depth was proportional to the control

voltage. Using the definition of U; from section 8.1,

2P, 2P
Up = OéYb—12 + OéYb—22 (14.11)
Twy Twy

(where Pj, P, are the powers in the first and second ODT beam) we can rewrite the above

as
Vo = mgn Vi —10 (14.12)
0 gWwo contr2<P1 —|—P2) .
Using the power calibration data from the previous section, we found
w?
=2 = (44um)*/V (14.13)

Vo

Plugging this relationship into the fit function, we got rid of the covariance problem
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entirely, and found wy = 33.9um.

This value was significantly higher than the expected 26pum that we measured for the
double-degeneracy paper. (Granted, that measurement was over a year old, but no mod-
ifications had been made to ODT alignment since then.) To control this value, a second
calculation was carried out, using trap frequency measurement data. By combining equa-
tions (8.6) and (14.8), we get the relation

:8aYb(P1+P2)

mw ww;

Wy (14.14)
which yields (wxwg)l/4 = 29.5um. Again, the number is higher than expected, but the
deviation is less than in the sag measurement. It is likely that this deviation is due to
imperfect crossing of the ODT beams. Subtle alignment issues like these are notoriously
hard to measure or correct, and the systematic error of ~ 10% was accepted as unreasonable

to improve upon.

14.3.3 Magnetic fields

Next, the strength of the magnetic gradient had to be calibrated.'? This was done by
releasing lithium atoms from the trap with a strong magnetic gradient present. After release,

the atoms would accelerate at a rate

_ BB

mr;

a (14.15)

which we could measure by imaging the atoms after various fall times. Surprisingly, we
discovered a significant ambient gradient of 13G/cm, even when the MOT coils were shut
off. This was attributed to a slight imperfection in the flatness of the bias coil field profile.
During the measurement the bias coils were held at 528G — the value used for high-field
imaging. The gradient value given in Table 6.1 was calculated based on this assumption.
In order to calibrate the acceleration measurement, the experiment was carried out once
more with ytterbium, which of course accelerates at a field-independent rate of 9.8m/s?. Fi-
nally, small discrepancies of the imaging magnification between the two species was controlled

for by allowing them to thermalize in the trap for ~ 10s, and measuring their temperatures.

12Technically, the magic B-prime formula also depends on the bias field strength through the magnetic
moment . However, this parameter is very close to upg for the range of bias fields in which we operate, so
careful bias calibration was not required for this study.
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Figure 14.2: Calibration of the MOT coil magnetic gradient. a) Lithium atoms are released
from the trap with a strong gradient present, and their position is fit to a quadratic function.
From the magnitude of acceleration, the force F' = uB’ is calculated. b) The acceleration
of lithium atoms is calibrated to that of ytterbium atoms falling under gravity. ¢) Lithium
acceleration plotted vs MOT coil current. A linear fit reveals a (negative) ambient gradient,
even at zero current.

14.3.4 Axial sag

Finally, corrections had to be made to account for small deviations of the trap alignment
from the horizontal plane, and of the magnetic gradient from vertical. Since the sag scales
as 1/ wz, even a small force projection along the long axis of the trap could cause axial sag,
which would show up as a false signal. By imaging the atoms after a very short time of
flight, we were able to estimate the angle of the long axis, as projected on the camera. By
measuring both the horizontal and vertical sag (in the camera orientation) we were able to

subtract off the axial sag with a simple linear transformation. This correction proved to be
~ 10%.

14.4 Li-Yb separation data

Figure 14.3 shows the separation of the center of mass of the lithium and ytterbium clouds as
a function of trap depth, for three different magnetic fields: -13G/cm, 35G/cm, and 64G /cm.
The latter is very close to the magic B-prime; the small deviation is due to a mistake in the
calibration at the time when data was taken. Nonetheless, it is clear that the separation due
to gravitational sag is entirely suppressed, to within experimental uncertainties. The solid
lines in the figure are based on the £(uy) model, and contain no free parameters.

It is evident that the numerical model over-estimates the separation somewhat at the
lowest trap depths. This deviation is consistent with the notion of a slight misalignment in

the ODT crossing, which leads to an artificially large beam waist being used by the model.
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Figure 14.3: Center-of-mass separation of Li and Yb for various magnetic gradients: -
13G/cm, (green triangles) 35G/cm, (blue circles) and 64G/cm (red squares). The solid
lines are theoretical predictions with no free parameters, based on the Yb sag data in section
14.3.2.

15 Interactions with Metastable Ytterbium

This section provides details of the fifth experimental publication of our lab, which at the

time of writing is being prepared for publication.

After completing the Feshbach molecule paper, it was clear that the machine was not
yet optimized for producing large superfluids of lithium. Instead of investing time and effort
making dedicated improvements to the machine for this purpose, we decided to make a
move toward the other long-term goal of the lab: creating LiYb molecules. Experimental
apparatuses such as ours have a way of maturing over many years, and the superfluid studies
could most likely be revisited at a later time, under more favorable conditions.

Some of the experimental pathways toward molecules have been described in chapter
3. Although direct 1-photon photoassociation is possible in quantum gases with sufficiently
high phase space density, the resulting distribution of rovibrational levels is very hard to
transfer to the absolute ground state. A much more elegant approach is to magnetoassoci-
ate the constituent atoms into a single vibrational level, using a Feshbach resonance, and
subsequently use multi-photon transfers to reach more deeply bound levels.

This, of course, poses a problem for researchers working with alkali-spin-singlet systems,
in which no broad Feshbach resonances exist. (Narrow resonances of a few mG have been

predicted,[88] but not yet observed, and would be highly impractical to use for magnetoas-
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sociation.) One way of overcoming this problem is to excite the spin-singlet component
into a metastable, spin-triplet state (3P;). Two electronic spin-doublets, 22-13 and 2T1-*11,
then appear in the heteronuclear system, which could be utilized to form interspecies mag-
netic Feshbach resonances. Anisotropic-interaction-induced resonances have already been
demonstrated in mixtures involving metastable atoms.[113, 93]

Fortunately for us, Ytterbium has two accessible metastable states, which have been
studied extensively.[95, 114, 115, 116] Of these, we chose the 3 P, state for our experiment, and
developed a set of laser systems, as described in chapter 9, for production and interrogation
of these states.

Our first paper on Yb*, which is awaiting publication at the time of writing, describes
some of our early studies of this system, including optical trapping of Yb* at 1064nm, and

the interactions of Yb* with itself and lithium.

15.1 Measurement of AC stark shifts

As discussed in section 4.6.2, the Zeeman sublevels of Yb* have very different polarizabilities,
due to the varying availability of Stark-coupled states. Figure 4.6 shows theoretical estimates
of the AC stark shifts of each of the sublevels, provided by our theory collaborator, Svetlana
Kotochigova. It is our hope that our measurements can be used to test and fine-tune these
predictions.

The stark shift of our trap was measured in two ways. The first of these was through
accurate measurements of trap frequencies of each of the magnetic states. The trap fre-
quencies are given by equation (8.6), where Uy = a4, and the waists w,, w, and peak
intensity [,,q. are independent of the state interrogated. Thus, there exists a simple scaling
law wyp+ /wyp = \/m, and by comparing the measured frequencies for each substate
of Yb* to that for ground state ytterbium, the absolute polarizabilities could be backed out
from the known value for ground state ytterbium.

Figure 15.1a shows the data from the trap frequency measurement, performed by di-
rect observation of in-trap breathing oscillations. The measurement was performed for the
my = 0, —1, —2 substates, and also for ground state ytterbium. The m; = 0, —2 substates
were prepared from a pure sample of m; = —1, using RF transfer. As anticipated from the
theoretical calculations, the breathing frequency of m; = —1 was close to that of the ground
state, whereas that for m; = —2 was significantly smaller. Parametric heating measure-
ments were also performed. These yielded consistent numbers, but with lower accuracy and
precision.

The second method used was to measure the RF transfer resonance at various trap depths,
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Figure 15.1: Measurement of Yb* polarizability. a) Radial breathing mode oscillations of
Yb* in a single-beam ODT. The measured frequencies are compared to the corresponding
value of 2.7kHz for ground state Yb, and the trap depth ratio is thus extracted. b) Differential
trap depths, measured with RF spectroscopy at 12G. From the slopes, we may calculate the
relative AC stark shift between neighboring substates.

at a bias field of 12G. Again starting with a pure sample of m; = —1, we scanned the RF
frequency near each transfer resonance, and measured the fraction of atoms transfered to a
neighboring state using the Stern-Gerlach technique described in section 9.3.2. Under the
influence of both a magnetic bias and a Gaussian OD'T beam, the energy levels of the various

states are given by

2P

TWL Wy

EJ = gJMJMBB — Oy (151)

where P is the laser power. Rather than measuring the absolute stark shift, the RF spec-

troscopy technique gives us the separation of adjacent energy levels:

2P

TWg Wy

e = 9B — (Qm,+1 — Q) (15.2)

As discussed in chapter 8, measurement of ODT beam waists have a significant margin of
error. We rewrite the above equation in terms of the trap depth for ground state ytterbium

at a given ODT power F.

2P

TWg Wy

Uo = Qug, (153)

This trap depth was measured by measuring the atom number and temperature of a
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Theory | Trap Frequencies RF Spectroscopy

my =0 1.49 1.38

my = +1 1.16 1.01

my = +2 0.18 0.20
0) = |£1) | 0.33 0.22
|£1) — [£2) | 0.98 0.69

Table 15.1: Predicted and measured stark shifts of Yb* at 1064nm. Numbers are in units of
the ground state polarizability aig,.

sample of ytterbium in the ODT after various hold times, and fitting the data to a numerical
evaporation model.[90] We thus estimated a trap depth of 100uK at a laser power of 2.8W.
(O‘mJil — QMJ) P

Uy— 154
OélSO OPO ( )

hV?%:F = gspuBB —

By measuring the slope of the VEF resonances versus laser power, we thus estimated the
differential polarizability of the two neighboring pairs of energy levels.

Although RF spectroscopy may yield very high accuracy under the right conditions, we
consider this technique to be less accurate than the trap frequency measurement method.
This is due to multiple unquantified systematics, including errors in trap depth estimates,
calibration errors in the ODT power meter, and asymmetric temperature broadening.

Our measurements are summarized in table 15.1, along with the theoretical estimates.
We find that our RF spectroscopy measurements differ significantly from the theoretical
estimates, whereas the trap frequency measurements are consistent with theory to within

< 1%. Additional systematic uncertainties

~Y

~ 15%, whereas our statistical uncertainty is
of several percent may arise from finite-temperature effects, in which more energetic atoms

sample anharmonic regions of the trap.

15.2 Measurement of Yb* inelastics

The second quantitative component to the Yb* paper involved a measurement of the inelastic
interaction strenghts involving Yb*. Although this metastable state has a radiative lifetime
of several seconds, decay to lower-lying electronic states may also be stimulated through
collisions with other atoms.|95] In such events, some or all of the binding energy is likely to
be released as kinetic energy, which ejects the collision partners from the trap.

To measure the inelastic coefficients, we performed a series of measurements of the in-
trap dynamics of Yb*. The measurements were performed with pure samples of my; = —1
at two different magnetic fields, 11G and 94G, and were repeated with and without lithium

present.
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Figure 15.2: Population dynamics of Yb* in the m; = —1 state. Measurements are per-

formed at two magnetic fields. Insets show the temperature evolution, and solid lines are
best-fits to a theoretical model.

The analysis for this component bore many resemblances to that for the Feshbach
molecule paper, which also revolved around studying population dynamics in the presence of
various inelastic channels. The chief difference here was that there was no molecule compo-
nent or chemical equilibrium to worry about, (i.e. no g-factor that required careful analysis)
and the experiment was performed at very high n = Uy /kpT, where evaporation is negligi-
ble. For this reason, the analysis was done using the same software and procedures as the
molecule analysis, with the appropriate modifications made to incorporate only the effects

of interest.

15.2.1 Dynamics in a pure Yb* sample

With Ytterbium alone, we found decay lifetimes of &~ 100ms for our densities and temper-
atures. As shown in Figure 15.2, the numerical model returned quantitatively good fits to
the data, and we were able to back out inelastic coefficients of (1.18 4 0.02) x 10~ "em?/s
at 11G, and (1.09 £ 0.03) x 107*em3/s at 94G. Although these numbers are similar, there
is no reason to expect them to be identical, since the Yb* system contains coupled channels
that lead to magnetic field-dependent scattering behavior.

From the simulation we also estimated an upper-bound on the elastic cross-section of Yb*
collisions, oy < 8m(50ag)?. If the scattering length were larger, the temperature would be

significantly lowered by evaporation effects.

15.2.2 Dynamics in a mixture with Li

With the incorporation of lithium, purified to its hyperfine ground state, we noticed some

very interesting effects. The first of these was a greatly reduced in-trap lifetime of ytterbium.
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Figure 15.3: Population dynamics of simultaneously trapped Yb* m; = —1 and Li in its
absolute ground state. Insets show the temperature evolution, and solid lines are best-fits
to a theoretical model.

Comparing the horizontal axis on Figures 15.2 and 15.3 reveals a lifetime reduction by almost
an order of magnitude. This is partly due to the lower temperature of ytterbium in these data
sets, (which owes to improved transfer laser stability during this data run) but perhaps also
due to the presence of lithium. The lower initial atom numbers are partly due to optically
induced interspecies inelastics during transfer, which we observed but did not attempt to
study systematically.

When the Yb*-Yb* inelastic coefficients were constrained to their values from the Yb*
only data, the numerical model yielded qualitatively inaccurate fits, suggesting that lithium
was introducing some sort of loss mechanism in the system. However, the mixture data
also exhibited a remarkable stability of lithium. Indeed, as can be seen in Figure 15.3, the
lithium loss was almost undetectably small on the time scale of the Yb* lifetime. This was
confusing to us, not least because it implied that interspecies inelastics could not account
for the additional loss of Yb*: if the elevated Yb* decay rates were due to inelastic collisions
with lithium, one would expect a reduction of the lithium number equal to the “surplus” Yb*
losses.

Another possible explanation for the discrepancy is that the inelastic strength is a function
of temperature, beyond the overlap density dependence np;y,- oc T-%/2, which was accounted
for by the simulation.

There were, furthermore, other strange features of these data sets. For one, the enhance-
ment in Yb 2-body inelastics was nearly five times as great in the 94G data as at 11G,
suggesting that the unknown loss mechanism was much stronger at this field. On the other
hand, the axial breathing of the Yb* cloud, which at 94G was similar to the single-species

data, was completely missing at 11G, suggesting that some other effect was somehow present
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there to damp out the breathing oscillations. The two data sets were collected back-to-back,
so there was no reason to believe that the experimental conditions had changed significantly
between them. The collective effort of everyone working on the experiment did not suffice to
think of a physical mechanism that could account for these effects, and the best we could do
was to run the simulation with only those physical effects that we understood, and record
the apparent Yb*-Yb* inelastic strength. The values obtained were (2.5 £ 0.2) x 10~ *cm3 /s
and (7.8 +0.5) x 10""em?/s for 11G and 94G, respectively, whereas the Li-Yb* inelastic
coefficients were less than 1 x 107''em? /s, with similar error bars. In the 11G data the

coefficient was consistent with zero.

15.2.3 Axial breathing modes

Although the numerical model for this paper was overall a lot simpler than that for the
molecule paper, there was one new effect that we had to take into account. The experimental
procedure (outlined in section 9.3) called for a ramp-up of the single-beam optical trap
after transfer to the 2P, state. This was done to mitigate effects of evaporation during the
measurement, which are very challenging to model at low values of 7. However, in order
to avoid large atom losses during the ramp, it had to be performed very rapidly, in ~ 1ms.
For the radial oscillation modes, this was within the adiabatic condition J(1/w)/0t < 1
for the radial modes, for which 1/w ~ 0.2ms, but was highly non-adiabatic for the axial
mode, which exhibited a breathing period of 50ms. This, paired with the recoil energy
deposited by the counterpropagating transfer beams, led to significant breathing oscillations.
These oscillations could be readily observed by monitoring the apparent width of the atomic
cloud on the absorption images. Similar effects have been observed in molecule formation
experiments.[117, 118|

From the absorption images, the axial extent of the cloud was measured for each hold
time. For this estimate, both the angle of the imaging axis to the ODT axis and the time-of-
flight expansion of the cloud had to be taken into account. This 1/e width was then compared
to the equilibrium size, \/W , where the axial trap frequency w, had previously been
measured for ground-state ytterbium, to extract a dimensionless correction factor to the
mean density of the atoms.

The breathing oscillations were found to be strongly damped, and were undetectable
beyond 100ms, which corresponds to 2 full oscillations. Of interest to us was the physical
nature of this damping. The damping could be due to collisions between atoms, or due to
trap anharmonicities. In the former case the energy of the breathing motion is distributed
across all 6 degrees of freedom of the trap, and the temperatures measured from radial time-

of-flight expansion would yield good estimates of the axial width. In the latter case the
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breathing energy is contained in the two axial degrees of freedom, resulting in an apparent
axial tempertaure that is higher than the radial one. The energy in the axial mode and a

given radial mode are then

w2) 1 () v
Eax,f = % + §mw]2c <l’22> = 5 1+ w_]; Ea:::,i (155)
Erad,f = ﬂErad,i (156)

)

Here, the subscripts i(f) refer to the initial(final) state of the ramp. It is assumed that
the phase space distribution does not change appreciably during the ramp. The form of
F,q4.5 follows from the adiabatic therorem. Using the above equations, we may derive an

effective axial temperature

B 1472
2

where 7 = wy/w;. In our experiment, r = 2.3, which leads to an axial width that is greater

Ta.r T’r‘ad (157)

than predicted by a factor of 1.2. In the other case, where damping is dominated by elastic
collisions, we would expect a factor of 1.

In addition to the recompression effect, there is additional breathing energy due to the
energy deposited, primarily in the axial mode, by the transfer beams. The figure of 1.2 is
therefore a lower bound on the expected temperature discrepancy. In fact, we found that the
axial width, after breathing had subsided, was 1.6 times greater than expected. Further data
sets with ground-state ytterbium, which experiences rapid collisional damping under similar
conditions, yielded an apparent elongation of 1.2, suggesting that the large axial widths of
Yb* could be partially, but not entirely, due to imaging artifacts. The figure of 1.6, which
was consistent across all four data sets, strongly suggested that the damping was due to trap
anharmonicities. For this reason, a correction factor was applied to the numerical model to

reduce the mean density by an appropriate amount.
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Part IV

Conclusions and Outlook

This thesis reported on the construction of an experimental apparatus for trapping and
studying ultracold quantum gases of 6-lithium and various isotopes of ytterbium. Aside from
the technical details of the experiment, initial studies of interactions between the two species
were discussed. These early scientific results have been presented in three main papers (of
which one is yet unpublished at the time of writing), which explored interspecies interactions
under three distinctive sets of conditions.[97, 105] In addition, two papers were published
for the purpose of discussing technical features and capabilities of our experiment.[103, 112]

The experimental apparatus was modeled after similar machines at MIT and Berkeley,
and its initial construction was completed over the course of three years, after which we
were able to co-trap the two species and cool them toward degeneracy, using a sympathetic
cooling scheme that utilizes the different electronic structure of the two species. Within the
next year, we were able to achieve simultaneous quantum degeneracy in both the Bose-Fermi
1Yb-SLi and the Fermi-Fermi '"3Yb-Li systems, and had begun to explore the °Li Feshbach
resonance. More recently, we have moved toward developing tools for studying ytterbium in
the metastable (6s6p)3P; state (Yb*).

Currently, our group is working toward synthesizing paramagnetic, polar LiYb molecules.
The early studies of Yb* were the first step in this direction, as we believe that interspecies
Feshbach resonances in the Li-Yb* system are a viable tool for bonding the constituent
atoms, by magnetoassociation, potentially followed by multi-photon transfers toward lower-
lying electronic and/or vibrational states.

At the time of writing, three further developments are in their early stages. The first of
these is a systematic search for interspecies Feshbach resonances. Early attempts at finding
these scattering resonances were confounded by sub-optimal technical capabilities, and poor
understanding of the field-independent inelastic processes in the system. Over the course of
studying these background inelastics, we have also made significant technical improvements,
and are now in excellent shape to resume the Feshbach search.

The second project is to establish one-photon photoassociation capabilities, using the
ytterbium 1S->P; intercombination line. This will give us a second path toward LiYb
molecules, and also enable PA spectroscopy for determining the vibrational structure of
these molecules. Currently we have a dedicated laser for this purpose, the tuning range of
which is believed to be sufficient for us to detect several vibrational levels of the excited
LiYb molecule.
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The third project is the implementation of a 3-D optical lattice. Such a lattice will be
crucial for studies involving polar molecules, for achieving efficient photoassociation, which
depends on good spatial overlap of the constituent wavefunctions, and for achieving recoil-
free transfer to Yb*. We have chosen an optical wavelength close to that of our optical dipole
trap, which has favorable characteristics for lithium and ytterbium (in both the ground and
metastable states), and is also believed to trap the LiYb molecule. This optical lattice
is already under construction and will be an important tool in our experiment, for the
aforementioned reasons and many others.

Beyond these goals, it is my hope that the experiment will develop the technical capa-
bilities to create and detect superfluidity in °Li. This would open up a whole new set of
interesting experimental studies of the BEC-BCS crossover, in which ytterbium would serve
as a magnetically inert, massive ballistic probe. Such an ultracold three-component mixture
would also be one starting point for studies of Efimov-like physics in highly mass-mismatched
systems, if interspecies scattering resonances were found to exist within the broad °Li res-
onance. Other interspecies resonances at lower fields would then provide opportunities for
studying few-body physics across a range of coupling configurations.

The study of ultracold polar molecules is still in its infancy, but has the promise of a rich
experimental and theoretical field, with important applications toward condensed-matter
and high-energy physics, and quantum computation. No doubt, as this fascinating field

continues to develop, its landscape will continue to change and expand.
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Appendix A

Sympathetic Cooling in an Optically Trapped Mixture of
Alkali and Spin-Singlet Atoms

This appendix includes the following paper [97]: V. V. Ivanov, A. Khramov, A. H. Hansen,
W. H. Dowd, F. Munchow, A. O. Jamison, and S. Gupta. Sympathetic cooling in an optically
trapped mixture of alkali and spinsinglet atoms. Phys. Rev. Lett., 106:153201, 2011.
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Sympathetic Cooling in an Optically Trapped Mixture of Alkali and Spin-Singlet Atoms

Vladyslav V. Ivanov, Alexander Khramov, Anders H. Hansen, William H. Dowd, Frank Miinchow,
Alan O. Jamison, and Subhadeep Gupta

Department of Physics, University of Washington, Seattle, Washington 98195, USA
(Received 26 January 2011; published 11 April 2011)

We report on the realization of a stable mixture of ultracold lithium and ytterbium atoms confined in a
far-off-resonance optical dipole trap. We observe sympathetic cooling of °Li by "*Yb and extract the
s-wave scattering length magnitude |asy;_i7y,| = (13 = 3)a, from the rate of interspecies thermalization.
Using forced evaporative cooling of '7*Yb, we achieve reduction of the °Li temperature to below the
Fermi temperature, purely through interspecies sympathetic cooling.

DOI: 10.1103/PhysRevLett.106.153201

Ultracold mixtures composed of different atomic species
[1-6] offer unique opportunities for probing few- and
many-body physics. These include studies of Efimov states
with mass-mismatched collision partners [7,8], impurity
probes of superfluid properties [6,9], and mass imbalanced
regimes of interactions and pairing in Fermi gases [10-12].
Further, the components of the mixture can be linked
through field-induced scattering resonances to produce
heteronuclear molecules [13—-15], which are expected to
be valuable tools for the study of dipolar quantum matter,
quantum information science, and tests of fundamental
physics [16]. An essential requirement for all of these
ultracold mixture studies is an understanding of the ground
state scattering properties. Favorable collisional properties
are needed for mixture production and stability, while
knowledge of the underlying potentials allow identification
of regimes of tunable interactions.

In this Letter, we report on successful simultaneous
optical trapping and measurements of scattering properties
for a mixture of alkali ®Li and spin-singlet '"*Yb. We
observe collisional stability in this mixture and determine
the magnitude of the previously unknown °Li-'7#Yb
s-wave scattering length from the time scale of interspecies
thermalization [3,4,17]. Furthermore, we sympathetically
cool °Li to below its Fermi temperature by forced evapo-
rative cooling of 74Yb. Unlike the case for bialkali mix-
tures [2,3], our method of sympathetic cooling an alkali by
a spin-singlet atom has the advantage of being immune to
inelastic spin changing collisions.

While studies of ultracold molecule formation from two-
species mixtures are dominated by alkali + alkali combi-
nations, molecules created from alkali + spin-singlet
mixtures offer the additional advantage of possessing an
unpaired electron spin to form a paramagnetic ground
state. This is a feature of considerable interest for several
proposed applications including quantum simulations of
lattice spin models [18], topological quantum computing,
and sensitive measurements of the electron electric dipole
moment [19]. Prior to this work a dual-species Li-Yb
magneto-optical trap (MOT) was demonstrated [20], but
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with densities too low to observe interspecies effects. First
results for alkali + spin-singlet mixtures have been re-
ported for the Rb + Yb combination. These include photo-
association in a dual-species MOT [21], and observations
of sympathetic cooling [22] and spatial separation [23] in a
combined optical and magnetic trap.

In addition to the pursuit of heteronuclear paramagnetic
LiYb molecules, our system forms a starting point for
studies of the °Li Fermi superfluid [24] using Yb as an
impurity probe. Furthermore, tunable interspecies interac-
tions may be induced between Li and Yb through magnetic
[25] or optical [26] Feshbach resonances. Together with
the straightforward availability of fermionic Yb isotopes,
this will allow future explorations of few-body collision
physics in the highly mass-mismatched regime [7,8] and
fermionic interactions and pairing in mass imbalanced
mixtures [11,12].

Our dual-species experimental setup consists of '"*Yb
and °Li MOTs which are loaded from separate atomic
beams, each emerging from a single-species oven and
slowed by a single-species Zeeman slower. All laser cool-
ing and absorption imaging of SLi is performed on the
*S,/, = *P;), line (wavelength A = 671 nm, linewidth
I'/27 = 6 MHz). For '7*Yb, we use the 'S, — ' P, line
(A =399 nm, I'/27 = 29 MHz) for Zeeman slowing and
absorption imaging, and the 'S, — 3P, line (A = 556 nm,
I'/27 = 182 kHz) for the MOT. The optical dipole trap
(ODT) is derived from the linearly polarized output of a
1064 nm fiber laser (IPG Photonics YLR-100-1064-LP)
and is operated either in single or crossed beam geometry.
The trap depth is controlled by an acousto-optic modulator.

To mitigate the strong inelastic losses in simultaneous
two-species MOTs and to allow for different optimum
MOT magnetic field gradients [27], we employ a sequen-
tial cooling and trapping strategy [see Fig. 1(a)] in which
first Yb and then Li is laser cooled and transferred to the
ODT. The laser cooling sequence for each species consists
of a loading phase with large intensities and detunings of
the cooling beams, and a compression phase where these
intensities and detunings are reduced and the MOT

© 2011 American Physical Society
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FIG. 1 (color online). ~Simultaneous optical trapping of °Li and
174YDb. (a) shows the typical experimental sequence where the
laser cooling and ODT loading are performed sequentially for
the two species. In addition to the standard procedures for single-
species operation, the magnetic field gradients and the initial
optical trap depths are adjusted for each species to optimize
number and temperature. After both species are in the ODT,
either (i) the power is held constant to study interspecies ther-
malization, or (ii) the power is ramped down to perform forced
evaporative cooling. Finally, the optical trap is switched off and
the remaining atoms detected with resonant absorption imaging.
As displayed in (b), varying the Li MOT loading time 7; allows
us to control the initial ratio of the two species in the optical trap.
The peak atom numbers correspond to Nypi = 11(4) X 105,
for trap depth Uy = 0.5(1.1) mK. The dashed lines are
exponential fits. The Yb decay time is substantially shorter
than the background lifetime because of a partial overlap with
the SLi MOT during 7y;. (c) Optical trapping potentials for Li
and Yb for a given ODT power. The shading depicts the
distributions at the same temperature.

gradient increased. The compressed Yb MOT contains
= 2 X 10° atoms at a temperature of < 30 uK. The com-
pressed Li MOT contains = 10® atoms at < 400 uK, and
is optically pumped into the lower F = 1/2 hyperfine
state. Each species is transferred to the ODT by using
magnetic bias fields to overlap the MOT with the ODT
center and then switching off the laser cooling beams.
During the Li laser cooling phase, Yb atoms trapped in
the ODT are insensitive to the magnetic field manipulations
used for the Li MOT. After all cooling beams are switched
off, the ODT contains a mixture of Yb and Li atoms [see
Fig. 1(b)]. While all the '7*Yb atoms are in the single 'S,
ground state, the °Li atoms are distributed equally between
the two F = 1/2 Zeeman ground states.

For our ODT wavelength, the relative trap depths and
frequencies for the two species are Up;/Uyy, = 2.2 and

o/ oy, = ‘/% = 8. The relative linear size in the

harmonic regime is xp;/xy, = ,[% = (0.7 for equal
temperatures [see Fig. 1(c)]. The parameters are thus well
suited for sympathetic cooling of lithium by ytterbium.

To monitor atom number and temperature, we quickly
switch off the trap and perform resonant absorption imag-
ing of both species for each experimental iteration. Each
species is imaged onto a different part of the same CCD
camera with independently adjustable ballistic expansion
times. The trapping potential is characterized through
measurements of trap frequencies by exciting dipole and
breathing oscillations, as well as by parametric heating.
The ODT is kept on all the time except during imaging.

We first describe our thermalization measurements,
which allow us to determine the magnitude of the inter-
species s-wave scattering length. For these measurements,
we use a single beam ODT with 1/e? intensity-radius
(waist) of 30 um. Yb is transferred from the MOT into
an ODT of calculated depth Uy, = 220 uK (laser power
11 W), after which the depth is increased adiabatically in
0.2sto Uy, = 500 uK (25 W) while the Li MOT is loaded
(see Fig. 1). After = 0.5 s MOT loading, Li is transferred
into the ODT (U;; = 1.1 mK). We make our thermaliza-
tion measurements at this point, where the measured trap-
ping frequencies for Yb are 27 X 1600 Hz radially and
27 X 13 Hz axially. The initial number, temperature, and
peak density of Yb (Li) atoms are Nypqj = 1.1 X
10°(1.4 X 10%), Typei = 35(110) uK, and ngypei =
1.1 X 1013(8.4 X 10'") cm 3. All the thermalization mea-
surements are performed at near-zero magnetic field.

We observe the number and temperature evolution of the
two atomic species either in separate single-species experi-
ments, or together when in thermal contact with each other.
The measured background single-species 1/ e lifetimes are
>30 s for both Li and Yb. The Yb temperature evolution is
independent of the presence or absence of Li, equilibrating
quickly and staying at 35 uK throughout the measure-
ment. When Yb is not loaded, the two-spin state Li mixture
behaves like an ideal gas in the optical trap and remains at
its initial temperature of = 100 wK without observable
changes. This is due to a lack of intrastate collisions
from Pauli blocking and a lack of interstate collisions
from the negligible zero-field scattering cross section
[28]. When both species are loaded, the hotter Li cloud
equilibrates to the temperature of the Yb cloud (see Fig. 2).
The lack of change in the Yb temperature is mainly due to
the large number ratio Nyy,/Ny; [29]. We also observe no
change in the Li lifetime from contact with Yb, indicative
of negligible inelastic interactions between the two species
at these experimental parameters. In similar studies at
various loading parameters, we observe additional losses
in the Yb number only. We interpret this to be a result of a
“sympathetic evaporation” effect [17] where during the
thermalization process, Li which is confined by a deeper
trap, transfers energy through elastic collisions to Yb, and
subsequently ejects it from its shallower confinement [see
Fig. 1(c)]. Indeed for larger fractional presence of Li, this
effect becomes more pronounced and leads to a substan-
tially reduced lifetime for the Yb cloud.
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We analyze the thermalization measurements shown in
Fig. 2 by assuming that the elastic interactions are purely
s wave in nature. We are justified in this assumption
because our measured temperatures (= 110 uK) are

much smaller than the p-wave threshold given by \/Lc_ X
6

(;'Zlé#l:rl))y 2 ~25 mK, where u is the reduced mass and

using the Cy coefficient for LiYb calculated in [30].
The thermalization rate y,, which characterizes the instan-
taneous variation of the temperature difference AT =
Ti; — Tyy, can then be connected to the s-wave scattering
cross section oy, through the relation

_Ld(AT)= =é- 3 (1)
AT dr Yth a”ULleU-

Here a = 2.7 is the average number of collisions needed
for thermalization for equal mass partners, & =

Amimy, — (.13 is the correction factor for nonequal
(myi+myy)

mass collisions [17], v = ‘/% (h + h) is the mean rela-
oMy nyy

tive velocity, 71 = (g~ + yi-) [ nuinyud’r is the overlap
density, and n, N, and T are the density, number, and
temperature of the two species. Since v and 7 change
with the Li temperature, we use a numerical procedure to
model the thermalization process. For a particular value of
s-wave scattering length a, we iterate Eq. (1) with a short
time step. We also include an energy dependence [31] to

he s- i o = Ama®
the s-wave cross section oy, = =732, apriza? » Where

hik is the relative momentum and r, is the effective range
evaluated from Cg and a. By varying a, we obtain a best fit
(see Fig. 2) and infer |asy ;_174y,| = (13 = 3)ay. The quoted
error in our measurement stems mainly from a systematic
uncertainty in our trap frequencies (* 20%), which limits
our knowledge of absolute densities. Variations in oy,
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FIG. 2 (color online). Sympathetic cooling of °Li (red solid
circles) by thermalization with a cold '7Yb bath (blue open
squares). The temperatures equilibrate with an exponential time
constant of (1.7 = 0.2) s (black dashed line). The red solid line is
the result of a numerical model (see text). The inset shows the
numbers of the two species which are almost an order of
magnitude apart.

from the energy dependent terms are insignificant in
comparison.

Since 7*Yb is spinless, we expect that a1y is the
same for all hyperfine ground states of °Li. By using state
selective imaging at magnetic fields near 500 G, we have
verified that the two participating °Li F = 1/2 Zeeman
states maintain equal population and temperature at an
intermediate point during sympathetic cooling.

Since several potential applications of the Li-Yb mixture
are at conditions near or below quantum degeneracy, we
also assess methods of increasing the phase space density
in the mixture. In single-species °Li experiments in our
apparatus, up to N;; = 2 X 10° can be loaded into a high
power crossed beam ODT. With subsequent forced evapo-
ration at B = 330 G, where the interstate scattering length
is —280a,, we are able to enter the Fermi degenerate
regime (Ty;/Tr < 0.6) with total number Ny; =
1.5 X 10°. Applying this approach to the Li-Yb mixture,
however, leads to reduced initial Ny, [see Fig. 1(b)] and
shorter Yb lifetime from the sympathetic evaporation ef-
fect. We therefore restrict ourselves to keeping the initial
ratio Ny, /Ny; large.

We now describe our measurements of sympathetic
cooling of °Li in contact with '"*Yb which is undergoing
forced evaporative cooling through a continuous lowering
of the trap depth. In order to boost the collision rate, the
single beam ODT for the thermalization measurement is
modified to a crossed beam geometry by adding a second
laser beam which intersects the first at a shallow angle of
about 10°, and has the same power, orthogonal polariza-
tion, and a larger waist of 50 um. After loading the atoms,
we reduce the power in the optical trap following an
approximately exponential shape. Figure 3 shows the num-
ber and temperature evolution during such an evaporation
ramp at near-zero magnetic field.

We observe that Yb decays quickly with an exponential
time constant of 4.3 s, while the longer decay constant of
24 s for Li is comparable with the vacuum limited lifetime.
This implies that Yb loss is primarily from trap depth
reduction while Li loss is primarily from background
processes, as desired for efficient sympathetic cooling.
During the cooling process, the Li phase space density
increases by about 3 orders of magnitude as the gas is
brought below the Fermi temperature, to 77; = 1.2 uK
with Ty;/Tr = 0.7. At this point Ty, = 650 nK, a factor
of 4 above the critical temperature for Bose condensation.
We are prevented from further sympathetic cooling by the
rapidly increasing interspecies thermalization time from
the lowered densities and lowered overlap from unequal
gravitational sag. We are currently improving our cooling
scheme by implementing more tightly focused ODT
beams. Substantial improvements are also expected from
the introduction of a magnetic field gradient [32] to allow
manipulation of the Li trap depth and position, without
affecting Yb.
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FIG. 3 (color online). Sympathetic cooling of lithium by
forced evaporative cooling of ytterbium. (a) Number and
(b) temperature evolution for ®Li (solid circles) and '"*Yb
(open squares) as the power in the crossed optical dipole trap
is reduced by a factor of 28 over 12 s, corresponding to an
approximately exponential ramp with a time constant of 2.9 s.

Our results establish a stable ultracold alkali + spin
singlet mixture and also constitute the first instance of
sympathetic cooling of a second atomic species by a
spin-singlet atom. Future work includes studies of molecu-
lar levels by one- and two-photon photoassociation spec-
troscopies and searches for magnetically and optically
induced Feshbach resonances [25,26], important steps to-
wards production of paramagnetic polar molecules of
LiYb. Improving our sympathetic cooling arrangement
with magnetic gradients and tighter beams will allow us
to reach double quantum degeneracy with various combi-
nations of Li and Yb isotopes, including Fermi-Fermi
degenerate mixtures with high mass imbalance. Yb atoms
inside a degenerate Li cloud can also serve as an impurity
to study superfluidity [33], and for thermometry of a deeply
degenerate Fermi gas [6].
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Appendix B

Quantum degenerate mixture of ytterbium and lithium

atoms

This appendix includes the following paper [103]: A. H. Hansen, A. Khramov, W. H. Dowd,
A. O. Jamison, V. V. Ivanov, and S. Gupta. Quantum degenerate mixture of ytterbium and
lithium atoms. Phys. Rev. A, 84:011606(R), 2011.
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Quantum degenerate mixture of ytterbium and lithium atoms
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We have produced a quantum degenerate mixture of fermionic alkali-metal °Li and bosonic spin-singlet 7*Yb
gases. This was achieved using sympathetic cooling of lithium atoms by evaporatively cooled ytterbium atoms
in a far-off-resonant optical dipole trap. We observe the coexistence of Bose-condensed (7/T, ~ 0.8) '7*Yb
with 2.3 x 10* atoms and Fermi degenerate (T /T ~ 0.3) °Li with 1.2 x 10* atoms. Quasipure Bose-Einstein
condensates of up to 3 x 10* 7*Yb atoms can be produced in single-species experiments. Our results mark a
significant step toward studies of few- and many-body physics with mixtures of alkali-metal and alkaline-earth-
metal-like atoms, and for the production of paramagnetic polar molecules in the quantum regime. Our methods
also establish a convenient scheme for producing quantum degenerate ytterbium atoms in a 1064 nm optical

dipole trap.

DOI: 10.1103/PhysRevA.84.011606

Quantum degenerate elemental mixtures can be used to
study a variety of few- and many-body phenomena and
form the starting point for creating quantum degenerate
dipolar molecules. While bi-alkali-metal quantum mixtures
[1-6] have been produced and studied for about a decade,
mixtures of alkali-metal and electron spin-singlet atoms
are a more recent development [7-11]. By exploiting the
difference in mass of the components, the lithium-ytterbium
quantum degenerate mixture may be used to investigate a
range of interesting scientific directions including new Efimov
states [12,13], impurity probes of the Fermi superfluid [6],
and mass imbalanced Cooper pairs [14-16]. Furthermore,
unlike the bi-alkali-metal case, mixtures of alkali-metal and
alkaline-earth-metal-like atoms can lead to the realization of
paramagnetic polar molecules by combining the atoms through
field-induced scattering resonances, followed by multiphoton
transfer processes to the ground state [17—19]. Such molecules
hold great promise for quantum simulation and topological
quantum computing applications [20]. They may also be
good candidates for sensitive tests of fundamental symmetries,
particularly if one of the constituents is a heavy atom, such as
Yb [21].

In this paper, we report on simultaneous quantum degener-
acy in a mixture of alkali-metal and alkaline-earth-metal-like
atoms. In earlier work [11], we reported on collisional stability
and sympathetic cooling in the °Li-'"Yb system, together with
a measurement of the interspecies s-wave scattering length
magnitude. Here we establish a convenient method to produce
Bose-Einstein condensates (BECs) of !74Yb. This allows the
sympathetic cooling of ®Li to well below its Fermi temperature
and the achievement of simultaneous quantum degeneracy in
the two species.

The cooling of various isotopes of ytterbium to quantum
degeneracy has been pioneered by the group of Y. Takahashi
in Kyoto [22-24]. In these studies, the optical dipole trap
(ODT) was implemented at the wavelength 532 nm. While
suitable for confining ytterbium which has a strong transition
at 399 nm, this choice of wavelength will not confine common
alkali-metal atoms due to their strong transitions occurring
at wavelengths greater than 532 nm. For our ODT, we
use 1064 nm light arranged in a straightforward horizontal
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geometry, and demonstrate efficient evaporative cooling of
7Yb to BEC. This establishes a simple setup for studies
with quantum degenerate ytterbium gases, particularly in the
context of dual-species experiments.

Our experimental setup (see Fig. 1) is similar to what
has been described previously [11]. Briefly, we sequentially
load '7*Yb and then °Li from respective magneto-optical
traps (MOTs) into the same ODT. We then perform forced
evaporative cooling of '7*Yb by lowering the power in the
ODT. This leads to quantum degeneracy in either single or
dual-species experiments. Two improvements to our earlier
setup which are crucial for this work are the use of higher
power in the Yb Zeeman-slowing beam resulting in larger
MOT numbers, and the implementation of a tighter ODT
geometry [25] leading to more efficient evaporative cooling.

The ODT is derived from a 1064 nm linearly polarized
fiber laser, operated at a power of 45 W. In order to control
the trap depth, the output of the laser is sent through an
acousto-optic modulator. The first-order output is split into
two equal parts with orthogonal linear polarizations which
then propagate horizontally toward the atoms. Each beam
is focused to a (measured) waist of 26 um and the foci are
overlapped at an angle of 20 degrees. The trapping potential
is characterized through measurements of trap frequencies by
parametric heating. The relative trap depths and frequencies
for the two species are Up;/Uyp = 2.2 and w;/wyp, = 8.1. To
monitor atom number and temperature, we quickly switch off
the ODT and perform resonant absorption imaging of both
species.

In single-species experiments with '74Yb, we load 1.5 x
107 atoms in a MOT in 40 s from a Zeeman-slowed atomic
beam. We use 100 mW power in the 399 nm (!Sy —
'P;) slowing beam and a total of 12 mW power in the
556 nm (' Sy — 3 P;) MOT beams, operated in retroreflection
configuration. A transient cooling and compression scheme
then produces an atomic cloud at a temperature of 20 uK
containing ~6 x 10° atoms.

About 1 x 10° atoms in the ' S state are then loaded into the
ODT where the background 1/e lifetime is 40 s. The initial
ODT power at the atoms is 9 W per beam, corresponding
to a trap depth of 430 uK. The power is then reduced by a

©2011 American Physical Society
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FIG. 1. (Color online) Experimental arrangement (top view)
for producing simultaneous quantum degeneracy in lithium and
ytterbium. Zeeman-slowed atomic beams of each species propagate
along separate axes toward the MOT. The horizontal ODT beams
(brown) are crossed at the MOT region at an angle of 20°. MOT
beams (green) for both species are overlapped and arranged in a
retroreflection configuration. Beams for the vertical MOT axis and
Zeeman slowing are omitted from the figure for clarity.

factor of 100 over a time scale of 14 s, utilizing two stages of
approximately exponential shape. The first stage lasts for 5 s
with a time constant of 1.5 s. The second stage lasts for the
remainder of the evaporation period and has a time constant
of 3.6 s.

We observe efficient evaporative cooling with this arrange-
ment [see Fig. 2(a)]. The critical temperature for Bose-Einstein
condensation is achieved after evaporating for ~12.5 s.
At this point the atom number is Ny, =7 X 10* and the
temperature is Typ, = 170 nK. By fitting to the data prior to
condensation, we extract an evaporation efficiency parameter
—d[In(pyy)]/d[In(Nyp)] = 3.4(4) where pyp is the phase
space density. Nearly pure condensates of up to 3 x 10* atoms
can be prepared by continuing the evaporation process [see
Fig. 2(b)].

For two-species experiments, we add to the optically
trapped '74Yb an equal mixture of the two F = 1/2 Zeeman
states of ®Li with an adjustable total number. After 1 s of
interspecies thermalization at constant trap depth, we perform
sympathetic cooling of °Li by "*Yb at near-zero magnetic
field by using the same evaporation ramp as described above.
Sympathetic cooling works well in this mixture as described
in our earlier work [11] where we reported an interspecies
s-wave scattering length magnitude of |asii7yy| = (13 £
3)ag. The °Li number remains nearly constant due to its
greater trap depth. After approximately 14 s of evaporation
we observe simultaneous quantum degeneracy in the two
species (see Fig. 3). At this point the geometric mean trap
frequencies are @ypwiy = 27 x 90 (740) Hz, atom numbers
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FIG. 2. (Color online) Evaporative cooling of '"Yb to Bose-
Einstein condensation in the crossed 1064 nm ODT. Panel (a) shows
the evolution of '7*Yb number (open squares) and phase space density
(filled circles) for a single-species experiment. BEC is achieved
after about 12.5 s. Panel (b) shows absorption images and the
corresponding atomic density profiles (vertical cross sections of these
images) for three different final trap depths, showing the formation of
the BEC. The solid line in each plot is a bimodal fit to the distribution
with the dashed line showing the thermal component of the fit. The
free expansion time after turning off the trap is 8 ms for each image.
The total atom numbers and temperatures are 8.0, 5.6, and 2.1 x 10*
and 240, 120, and 30 nK, respectively.

are Nypwi) = 2.3 (1.2) x 10*, and temperatures are Typri) =
100 £ 10 (320 & 36) nK. Here, Ny; is the total lithium atom
number distributed equally between the two spin states.
Ty is estimated from the fraction of condensed atoms. 77
is a weighted average of three methods: a best-fit to the
shape of the distribution using a Thomas-Fermi model with
the fugacity as an independent parameter, and two Fermi-
Dirac distribution fits to singly and doubly integrated density
profiles.

The difference in temperature between the two species is
largely attributable to the relative center-of-mass displacement
at the end of the evaporation ramp arising from gravitational
sag. Assuming perfect overlap, the estimated interspecies
thermalization time at this stage is ~1 s, which is reasonably
short. However, the separation of the two clouds due to unequal
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FIG. 3. (Color online) Quantum degenerate mixture of '"*Yb
and °Li. The absorption images and density profiles correspond
to the same experimental iteration with 14 s of evaporation. The
free-expansion times are 8§ ms for Yb and 0.7 ms for Li. Here
Nyp = 2.3 x 10* and Ty, = 100 nK, corresponding to Tyy/ Tc.yp =
0.8, while Ny; = 1.2 x 10* and Ti; = 320 nK, corresponding to
Tii/ T = 0.3. For 7*Yb, the solid line is a bimodal fit with the
dashed line showing the thermal component of the fit. For °Li, the
solid line is a Thomas-Fermi fit. The extent of the momentum-space
Fermi diameter Dy, corresponding to the Fermi energy, is also
indicated in the figure. The image was taken at near-zero magnetic
field and includes both spin components.

effects of gravity is 5.1 um while the lithium in-trap Fermi
radius is 5.8 um in the vertical direction. A numerical model
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of the cooling process incorporating this effect predicts a 1/e
reduction of the interspecies collision rate due to separation
when Ty >~ 300 nK, suggesting that sympathetic cooling does
indeed become inefficient toward the end of evaporation.

Our results establish a new quantum system comprised
of simultaneously degenerate one- and two-electron atomic
gases. We also demonstrate a new method for achieving
Bose-Einstein condensation of !7*Yb using a straightforward
horizontal optical trapping arrangement with 1064 nm laser
beams. Our setup could also be suitable for combining Yb
with other alkalis such as Cs and Rb, since the trap depth
and relative sizes would be amenable for sympathetic cooling
by ytterbium. Further improvements to our cooling scheme
include independent control over the powers in the two ODT
beams and an additional magnetic field gradient to improve
spatial overlap of the two species.

Extending our method to incorporate alternate ytterbium
isotopes (such as the fermion !*Yb [23]) appears realistic.
This would then realize Fermi degenerate mixtures with a large
mass ratio. Finally, our results represent a significant milestone
toward the production of quantum gases of paramagnetic polar
molecules. Theoretical work on the LiYb molecule has already
been initiated by several groups [26—28]. Future experimental
work on our system includes photoassociative spectroscopies
and searches for Feshbach resonances [29] in this mixture,
which are key steps toward forming the molecule.

Note added. Recently, we became aware of similar work
[30] in which quantum degenerate mixtures of °Li-'’*Yb and
®Li-73Yb were obtained.
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Dynamics of Feshbach molecules in an ultracold three-component mixture
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We present investigations of the formation rate and collisional stability of lithium Feshbach molecules in an
ultracold three-component mixture composed of two resonantly interacting fermionic °Li spin states and bosonic
174Yb. We observe long molecule lifetimes (>100 ms) even in the presence of a large ytterbium bath and extract
reaction rate coefficients of the system. We find good collisional stability of the mixture in the unitary regime,
opening new possibilities for studies and probes of strongly interacting quantum gases in contact with a bath

species.

DOI: 10.1103/PhysRevA.86.032705

Magnetic Feshbach resonances allow precise control of
collisional properties, making them a key tool in ultracold
atom systems. They have been used extensively to study
ultracold molecules, as well as few- and many-body physics
[1]. Two-component Fermi gases near a Feshbach resonance
provide excellent opportunities to study strongly interacting
quantum systems [2]. This is possible due to the remarkable
collisional stability of the atom-molecule mixture on the
positive scattering length side of the resonance [3,4], attributed
largely to Fermi statistics [5,6]. Extending the system to
three-component mixtures in which only two are resonantly
interacting [7] offers the exciting possibility of modifying or
probing pairing dynamics by selective control of the third com-
ponent. A third component may also be used as a coolant bath
for exothermic molecule-formation processes, provided that
inelastic processes with the bath are negligible. In the context
of many-body physics, a third nonresonant component can be
useful as a microscopic probe of superfluid properties [7,8], as
a stable bath for studies of nonequilibrium phenomena [9], or
for accurate thermometry of deeply degenerate fermions [10].

Collisional stability of Feshbach molecules in the absence
of Fermi statistics becomes a crucial question for multicom-
ponent mixtures [7,11,12]. A recent theoretical analysis of
such mixtures suggests a possibility for enhanced molecule
formation rates with good collisional stability [11]. Enhanced
atom loss has been observed near a °Li p-wave resonance in
the presence of a 8’Rb bath [13], while a small sample of the
probe species “°K has been found to be stable within a larger
strongly interacting °Li sample [7].

In this paper, we investigate a mixture composed of two
resonantly interacting spin states of fermionic °Li immersed in
a large sample of bosonic '"*Yb atoms. While the Li interstate
interactions are arbitrarily tunable by means of an s-wave
Feshbach resonance at 834 G [14], the interspecies interactions
between Li and Yb are constant and small [15]. We study the
formation and evolution of Feshbach molecules in a bath of a
second atomic species. In the unitary regime, we observe good
collisional stability of the mixture with elastic interactions
dominating over inelastic losses. We extract the reaction rate
constants from a classical rate equations model of the system.

Our experimental procedure has been described in earlier
work [16]. Briefly, 3 x 106 atoms of '74Yb in the 'S state and
up to 4 x 10* atoms of °Li, distributed equally between the
two 25, 2, F = % states (denoted Li|1), Li|2)), are loaded from
magneto-optical traps into a crossed-beam optical dipole trap.
We then perform forced evaporative cooling on Yb to a final
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trap depth Uyp(UL;) = 15(55) uK, with mean trap frequency
@yp (@) = 2w x 0.30(2.4) kHz [17], during which Li is
cooled sympathetically by Yb. Following evaporation, the
mixture is held at a constant trap depth to allow interspecies
thermalization. With a time constant of 1 s, the system ac-
quires a common temperature Ty, = Tp; = 2 uK with atom
number Nyp (Ni;) =2 x 10° (3 x 10*). This corresponds to
T.i/Tr ~ 0.4 and Ty,/Tc >~ 2.5, where Tr is the Li Fermi
temperature and 7¢ is the Yb Bose-Einstein condensation
temperature [18].

After this initial preparation, we ramp up the magnetic field
to a desired value and observe the system after a variable hold
time. For fields in the vicinity of the Feshbach resonance, there
is a field-dependent number loss and heating for the Li cloud
during the 20 ms ramp time, resulting in 77; rising to as high
as 4.5 K. At this point, the density-weighted average density
(nyp) ((n1;)) is 2.6 (0.35) x 10'* cm™3. For interrogation in
the absence of the bath, Yb is removed from the trap with a
1 ms light pulse resonant with the 1Sy — 1P, transition [19].
Atom number and temperature are monitored using absorption
imaging for both species after switching off the magnetic field.

We first present our results on atom-loss spectroscopy
near the Feshbach resonance (see Fig. 1). The atom-loss
maximum obtained in the absence of Yb has been observed
previously [14] and can be explained as a result of the
formation and subsequent decay of shallow lithium Feshbach
dimers [3,4,20-22] which form only on the positive a side of
the resonance. Here a denotes the Li| 1)-Li|2) scattering length.
In the presence of the Yb bath, the loss feature is shifted and
broadened. We interpret the behavior of the mixture in terms
of five chemical processes:

Lijl) +Li[2) + Li= Li{ +Li  (+ep) (D)
Li{ +Li —» Li{ +Li  (+ep) (I

Li|l) + Lil2) + Yb = Li + Yb  (4+e) (1)
Lii+Yb— Li{+Yb (+¢p) (IV)

Lijl) +Li|2) + Yb — Li + Yb  (+ep) (V)

Forward process (I) corresponds to a three-body collision
event which produces a shallow Feshbach dimer (denoted
Lij) accompanied by the release of the dimer binding energy

€p = 2mf‘7 Li denotes a °Li atom in either of the two spin
states. Process (II) corresponds to two-body loss to a deeply
bound dimer (denoted Lig) with binding energy €p. Processes

©2012 American Physical Society
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FIG. 1. (Color online) Li atom-loss spectroscopy in the presence
(filled circles) and absence (open squares) of a Yb bath near the °Li
834 G Feshbach resonance (inset). We plot the number of Li atoms
after 500 ms of evolution normalized to that at 10 ms. The thick dashed
line indicates the resonance center and the thin dashed line indicates
the magnetic field at which e = kpT1; for the initial conditions.

(IIT) and (IV) are similar to (I) and (I) with the spectator atom
being Yb rather than Li [23]. Process (V) corresponds to direct
three-body loss to a deeply bound molecule. Processes (II),
(IV), and (V) always result in particle loss from the trap since
€p > Uy,. Vibrational relaxation due to collisions between Li},
Feshbach molecules may contribute at the lowest fields, but it
has a negligible rate for the fields at which we perform our
analysis [3,22]. We have experimentally checked that direct
three-body loss processes to deeply bound states involving
three Li atoms as well as those involving one Li atom and
two Yb atoms are negligible for this work [24]. Three-body
losses involving Yb atoms alone have a small effect [25] and
are taken into account in our analysis.

In the absence of Yb, only processes (I) and (II) contribute.
If we neglect loss process (II), the atom-molecule mixture
approaches an equilibrium, characterized by an equality of the
forward and reverse rates and an equilibrium molecule fraction

NuzivgNm =1+ ﬁ;#)‘l, where N,, is the molecule number
and ¢yp; is the phase space density for each spin component
in the ground state of the trap [20-22]. The time scale for
achieving equilibrium depends on the three-body rate constant
Lj for process (I), which scales with the scattering length as
a®, whereas rate constant L, for process (II) scales as a=>*
[26,27]. The shape of the loss spectrum can thus be qual-
itatively explained by noting that the dimer formation rate
increases with magnetic field while the equilibrium dimer
fraction and the molecule decay rate decrease. The large rate
for process (I) at high fields close to resonance ensures an
equilibrium molecule fraction at all times. Broadly speaking,
the rate-limiting step determining the system evolution is the
molecule formation rate at low fields and the decay rate at high
fields. The trap depth also affects the loss spectrum shape, since
it determines the magnetic field range over which the formed
shallow dimers remain trapped.

In the presence of Yb, the additional dimer formation
(IIT), dimer decay (IV), and three-body loss (V) processes
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FIG. 2. (Color online) Evolution of Li Feshbach molecule num-
ber at 709 G without (a) and with (b) a Yb bath. The numbers
are obtained by comparing Li atom numbers (insets) ramped across
resonance (diamonds) or not (open squares) as described in the text.
The lower inset also shows the Yb number (filled squares). The curves
are fits with a rate equations-based model.

contribute. The observed loss spectrum is broadened on the
higher field side, suggesting that for our parameters, processes
(IV) and/or (V) play an important role while process (III) does
not. The rate constants L, L}, and Lg’ for processes (III), (IV)
and (V), have theoretical scalings a*, ', and a?, respectively
[11,26]. Overall, we see two regimes of behavior—a lossy
one where molecule formation is energetically favored (eg >
kpT1;) and a stable one closer to resonance (g < kpT1;). The
criterion €g = kp T separating these two regimes is equivalent

to ka = 1, where ;‘;—kf = kpgTy;, i.e., the unitary criterion.

To expand upon this qualitative picture, we study the time
evolution of the three-component mixture at representative
magnetic fields in the above two regimes. We are then able to
extract quantitative information for the above processes from
a rate-equations model of the system.

Figure 2 shows the Li atom and molecule number evolution
at 709G (egp = kp x 8.3 uK), a field value where modifica-
tions due to the Yb bath are apparent in Fig. 1. The number
of Feshbach molecules at a particular field is determined by
using a procedure similar to earlier works [3,4]. After variable
evolution time, we ramp the magnetic field with a speed of
40 G/ms either up to 950 G, which dissociates the molecules
back into atoms that remain in the trap, or to 506 G, which does
not. We then rapidly switch off the magnetic field and image
the atomic cloud. The molecule number is obtained from the
number difference in the two images (see the insets in Fig. 2).
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We see that the presence of Yb alters the molecule decay
rate while the formation rate is unchanged. The Feshbach
molecules appear to coexist for a long time (>100 ms) with
the Yb bath, even in the absence of Pauli blocking [11]. We
adapt the recent rate-equations analysis of Feshbach losses in
a Fermi-Fermi mixture [22] to incorporate a third component,
temperature evolution, and trap inhomogeneity. 71;/ Tr > 0.5
is satisfied throughout the measurement range, allowing a
classical treatment of the Li cloud. We model the density
evolutions due to processes (I)-(V) using

’;lm = Rm + R;n - LannLi - L’anana (1)

’;lLi = _2Rm — 2R;ﬂ — L2nani — 2Lgl’l%il’le, (2)
. _ / d, 2

Nnyp = _LGman - L3nLian. (3)

Here n,,, ny;, and nyy, are the densities of shallow dimers
Lij, Li atoms, and Yb atoms, respectively. R, (R),) =
3L3 (Ln}ncicvsy — L3 (Ly)nyniiyyy is the net rate for
molecule production via process (I) [(II)]. We determine g
through the constraints on the molecule fraction at equilibrium
[R, (R,,) = 0]. We obtain an upper bound for Lg by obser-
vations at large negative a (described below) which indicates
a negligible effect for the data in Fig. 2, allowing us to set
L4 = 0 for the analysis at 709 G.

The time evolutions of 71; and Ty, are modeled considering
the energy deposition from processes (I) and (III) as well
as heating from the density-dependent loss processes (II),
(IV), and (V) [28]. In addition, our model also takes into
account the effects of evaporative cooling [29], interspecies
thermalization [15], one-body losses from background gas
collisions, and Yb three-body losses [25,28]. The Li scattering
length at 709 G is a = 1860ay, ensuring rapid thermalization
(<1 ms) in the lithium atom—Feshbach molecule mixture [26].
This allows the assumption of equal temperature 77 ; for lithium
atoms and Feshbach molecules. The heating from molecule
formation at 709 G dominates over interspecies thermalization,
maintaining 71; ~ 4.5 uK and Tyy ~ 2 uK, as observed in
both the experiment and the model.

The best-fit rate coefficients extracted from the atom data
(shown in the insets) are L; = (1.4 +0.3) x 107 cm6/s,
L, =(13£03)x 1078 cm?/s, and L) =(2.3+0.2) x
10713 cm?/s. L} is consistent with 0. All reported uncertainties
are statistical. The L3 value is consistent with that obtained
in Ref. [3] after accounting for the slight differences in
experimental parameters. Using L) (nyp) as a measure of the
dimer decay rate, we get 170 ms as the lifetime of a Li Feshbach
molecule in the Yb bath.

We now turn to the unitary regime, where we choose
810 G (ka = +6, e = kg x 0.11 uK) as our representative
field to study the mixture properties. It is difficult to reliably
observe the molecule number using our earlier method in this
regime, so we only monitor the atoms (see Fig. 3). Starting
with an interspecies temperature differential as before, we
observe a fast drop in 7Ti; in the presence of Yb and clear
evidence of interspecies thermalization. The Li number in
the three-component mixture exhibits a long 1/e lifetime of
2 s, far larger than at 709 G. However, this is still an order
of magnitude shorter than that obtained in the absence of
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FIG. 3. (Color online) The evolution of temperature and number
at 810 G for the Li atomic cloud with Yb (filled circles) and without
(empty circles) and also for Yb in the presence of Li (filled squares).
The curves are fits with a rate equations-based model.

Yb. The interpretation of the decay is not straightforward as
both two-body [process (IV)] and three-body [process (V)]
inelastic loss can contribute [7,30]. The large rate for process
(D in this regime ensures equilibrium molecule fraction at
all times. By fitting to data taken at 935 G, where ka = —2
and process (V) is expected to be the dominant inelastic loss,
we obtain Lg’ =(43+0.3)x 10728 cm6/s. This sets a lower
bound for Lg’ at 810 G. We fit the first 2.5 s of data in
Fig. 3 after fixing L) to its value scaled from 709 G and
find LY = (9.54+0.5) x 1072 cm®/s at 810 G. The slight
disagreement in Li atom number at long times may be due
to a small (<10%) inequality in our spin mixture composition,
which the model does not take into account.

The qualitative features of both spectra in Fig. 1 can be
theoretically reproduced by using field-dependent reaction
coefficients scaled from our measured values at 709 and 810 G.
However, a full quantitative comparison will need to take into
account the theoretical deviations from scaling behavior in the
unitary regime as well as experimental variations in the initial
temperature, and is open to future investigation.

By extending the forced evaporative cooling step, lower
temperature mixtures can be produced where bosonic '74Yb
shrinks to a size smaller than the Fermi diameter of the °Li
cloud. Such experiments at 834 G yield Tyi/Tr ~ 0.25 with
Ny, = Nj = 2.5 x 10*. Here, the estimated volume of the
Yb sample is >~ 0.3 of the Li sample volume, compared to
3.3 in the classical regime. The mixture is thus also capable
of achieving the opposite regime of a second species being
immersed inside a strongly interacting quantum degenerate
Fermi gas, similar to earlier studies in the K-Li mixture [7].

Our experiments with the Yb-Li mixture near a Feshbach
resonance demonstrate the effects of an additional species
on chemical reaction rates in the micro-Kelvin regime. We
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observe a long lifetime for Feshbach molecules, even in
the absence of Pauli blocking. Our demonstrated stability
of the mixture near the unitary regime of the resonance
opens various possibilities of studying strongly interacting
fermions immersed in a bath species or being interrogated by a
small probe species. Future experimental opportunities include
realizations of nonequilibrium states and studies of superfluid
properties, for instance by controlled relative motion between
the two species. Finally, our results constitute an advance in
the manipulation of ultracold mixtures of alkali-metal and
alkaline-earth-metal-like atoms [16,31,32]. These mixtures

PHYSICAL REVIEW A 86, 032705 (2012)

may be used to produce quantum gases of paramagnetic polar
molecules, which are promising for diverse applications such
as quantum simulation of lattice spin models [33], tests of
fundamental symmetries [34], and probes of time variations in
fundamental constants [35].
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Quantum-degenerate mixtures of one-electron and two-electron atoms form the starting point for studying few-
and many-body physics of mass-imbalanced pairs as well as the production of paramagnetic polar molecules.
‘We recently reported the achievement of dual-species quantum degeneracy of a mixture of lithium and ytterbium
atoms. Here we present details of the key experimental steps for the all-optical preparation of these mixtures.
Further, we demonstrate the use of the magnetic field gradient tool to compensate for the differential gravitational

sag of the two species and control their spatial overlap.

DOI: 10.1103/PhysRevA.87.013615

I. INTRODUCTION

Elemental quantum mixtures provide a path toward ul-
tracold diatomic polar molecules [1]. Utilizing a second,
distinguishable atomic species, such mixtures may also allow
for impurity probing of quantum phenomena in an ultracold
gas. Interspecies Feshbach resonances can enable studies of
few- and many-body phenomena in mass-imbalanced systems.
There has been great progress in the development of ultra-
cold bi-alkali-metal gases, motivated by applications towards
sympathetic cooling of Fermi gases [2], studies of strongly
interacting mass-mismatched systems [3], and production of
ultracold polar molecules [4].

Extending the choice of mixture components to include
other parts of the periodic table, new scientific opportunities
arise. For instance, the ground state of the diatomic molecule
might now have a magnetic moment, leading to paramagnetic
polar molecules. This has been a key motivation for our pursuit
of the lithium-ytterbium combination.

The 2% ground state of the YbLi molecule makes it a
candidate system for simulating lattice spin models with appli-
cations in topological quantum computation [5]. Additionally,
the Yb-Li mixture possesses a very large mass ratio, and a
range of isotopic combinations with Bose and Fermi statistics.
Tunable interactions between the components can lead to the
creation of novel Efimov states [6]. When confined in an optical
lattice, a heavy-light fermion mixture can realize the binary
alloy model [7], with applications in simulating exotic con-
densed matter phases (e.g., studies of pattern formation [8,9]).

In previous work, we assessed the collisional stability of the
Yb-Li mixture in weakly interacting regimes, and explored the
strengths of various inelastic channels in a three-component
mixture with one resonantly interacting pair. In this paper
we describe the experimental details of our setup, stressing
the areas that have required development beyond typical
single-species experiments. We report on the production of
large-number Bose- and Fermi-degenerate ytterbium gases
and assess the cooling limits of the Yb-Li mixture from
interspecies interactions. Finally we report the demonstration
of interspecies spatial overlap control over a large temperature
range, using a magnetic field gradient.

The remainder of this paper is organized as follows. In
Sec. II we describe the salient features of our trapping
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apparatus. Section III discusses our atom manipulation and
cooling techniques. In Sec. IV we summarize the performance
of our system for the production of degenerate Yb-Li mixtures
in different interaction regimes. Section V describes our
interspecies spatial-overlap control scheme. Finally, in Sec. VI
we present our conclusions and outlook.

II. TRAPPING APPARATUS

Our trapping apparatus uses standard techniques for single-
species experiments, applied to two independent atomic
sources, as pictured in Fig. 1. Yb and Li beams emerge from
separate effusion ovens, and are directed towards the common
“main” chamber through individually optimized Zeeman
slower sections. The long slower tubes [lengths 93 cm (Li) and
40 cm (Yb), inner diameter 18 mm] also provide differential
pumping. An additional stage of differential pumping is
provided by a short tube (length 11 cm, inner diameter 5 mm)
separating each oven assembly from an independently pumped
“intermediate” chamber. We maintain the vacuum in each sub-
chamber with ion pumps, and augment the main chamber vac-
uum with a titanium sublimation pump. During standard opera-
tion, the pressures are approximately Ppj gven = 3 X 10~ Torr,
Pyboven =~ 1 x 1077 Torr, and Prain < 1 x 10710 Torr, as
measured by ion gauges. Each beamline is equipped with a gate
valve, positioned between the oven and intermediate chambers.
This allows us to perform single-species experiments, even
when the other oven is being serviced.

A. Lithium and ytterbium ovens

The effusion ovens each consist of a vertically oriented
“cup,” connected via a 90° elbow to a nozzle: a 4-mm-diameter
aperture in the Conflat (CF) assembly. We stabilize the
Yb (Li) cup temperatures to 400 (375) °C during operation.
The nozzles are stabilized at 450 °C permanently to prevent
deposition and congestion. The areas between each nozzle
and gate valve contain mechanical beam shutters mounted
on rotary feedthroughs to control the atom flow to the main
chamber, and a copper cold plate (—7 °C) to collect the atomic
flux not directed towards the main chamber.

All heated oven parts are of type-316 stainless steel, while
the rest of the vacuum apparatus is type-304 stainless steel.

©2013 American Physical Society
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Li Oven

FIG. 1. (Color online) Schematic figure of dual-species appara-
tus. Ytterbium and lithium are prepared in separate ovens and slowed
in individually optimized Zeeman slowers. Each oven is separated
from the main chamber by two stages of differential pumping and
an independently pumped intermediate chamber. The central part of
each intermediate chamber (hidden from view) is a 2.75 in. six-way
Cross.

For the heated sections of the lithium oven we use nickel
CF gaskets, which are more resilient than copper in high-
temperature environments in the presence of lithium [10]. We
have found, however, that nickel gaskets in the presence of
hot Yb vapor undergo corrosive chemical reactions, which
compromise the integrity of the vacuum after several months
of operation. We now use copper gaskets in the ytterbium oven,
which have been trouble-free for two years.

B. Main chamber

Our main chamber has a cylindrical geometry with ten
viewports for optical access (Fig. 2). The top and bottom are
sealed off by 10 in. CF flanges, into which custom-made re-
entrant “buckets” for the electromagnets are recessed. Each
bucket also has a 2.75 in. viewport for vertical MOT beams.

We keep the sapphire entry viewports for the Yb (Li)
Zeeman slowing laser beams at a permanent 200 (250)°C;
otherwise, metallic deposition is clearly evident. All other
viewports are BK7 glass antireflection coated at the wave-
lengths for laser cooling and optical trapping of the two
species.

Our experimental setup employs two pairs of electromag-
netic coils, shown in Fig. 2. We apply antiparallel currents
to the inner pair to generate the quadrupole field for the
magneto-optical traps (MOTs), while the outer pair, arranged
in parallel (Helmholtz) configuration, provide bias fields to
access Feshbach resonances.

The MOT coils produce a vertical gradient of 1.0 G/cm/A,
while the bias coils produce 4.2 G/A. We can electronically
switch the MOT coils to parallel configuration, in which they
yield 2.4 G/A . This allows for larger bias fields and improves
the speed of magnetic field ramps.

Each coil is wound from hollow, square copper tubing (outer
dimension 1/8 in., inner dimension 1/16 in.). A bias-field
upper bound of 1000 G is set by the flow rate of the cooling
water through the electromagnets at 100 psi building pressure.
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FIG. 2. (Color online) (a) Top view of main chamber, showing
the configuration of magneto-optical trap (MOT) beams (green),
optical dipole trap (ODT) beams (brown), magnetic coils (gray),
and orientation of Yb and Li atomic beams and probe beams
(arrows). Vertical MOT beams, vertical probe beams, slowing laser
beams, and compensation coils are omitted for clarity. (b) Side view
of main chamber, showing vertical and horizontal MOT beams,
ODT beams, and recessed buckets with magnetic coils. (c) Sample
in-trap absorption image of Yb atoms taken along the vertical axis,
immediately after transfer to the ODT. The density distribution clearly
shows the crossed-beam geometry. Upon further cooling, the atoms
collect in the central crossing point of the two beams.

In order to reach higher fields (up to 1700 G), we employ a
booster pump that raises the water pressure to 400 psi.

III. DUAL-SPECIES COOLING AND TRAPPING

We use three laser systems for slowing and laser cool-
ing of lithium and ytterbium: one for °Li, addressing the
%S, 2= 2P3/2 (D2) transition at 671 nm, and two for Yb,
addressing the 1Sy — 1P, transition at 399 nm and 'S, — 3P,
(intercombination) transition at 556 nm (Fig. 3). We use
acousto-optical modulators (AOMs) to provide all the required
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FIG. 3. Relevant energy levels for laser cooling of (a) '"Yb
and (b) °Li. Transitions used for trapping and cooling (see text)
are indicated with arrows. In '>Yb, only the excited states acquire
hyperfine structure and the cooling lasers are tuned to the appropriate
cycling transitions. To address lithium, we require separate frequency
components for the cooling (i) and repumping (ii) transitions. The
hyperfine splitting of the 2P, state is not resolved.

frequency shifts needed for slowing, trapping, repumping, and
probing of the atoms.

We derive the 671 nm light from a commercial laser system
(Toptica TA100), consisting of an external-cavity diode laser
(ECDL) and a tapered amplifier (TA) system. We frequency-
stabilize the laser using saturated absorption spectroscopy in a
home-built vapor cell, with a lithium sample heated to 420 °C.

We derive the 399 nm light, used for slowing and imaging
of Yb, from another commercial system (Toptica TA-SHG
pro), consisting of an ECDL at 798 nm, a TA, and a second-
harmonic generation (SHG) cavity. We frequency-stabilize this
laser using saturated absorption spectroscopy in a commercial
hollow-cathode lamp (Hamamatsu Laser Galvatron L.2783).

We derive the 556 nm light, used for the Yb MOT, from
another commercial system (Toptica FL-SHG pro), consisting
of an ECDL, a fiber amplifier, and an SHG cavity. Since the
linewidths of the blue and green transitions are different by
more than two orders of magnitude, the two lasers require very
different Yb column densities for spectroscopy. We frequency-
stabilize this laser using saturated absorption spectroscopy in
a home-built vapor cell with an ytterbium sample heated to
420°C. In our setup, to reduce deposition on the cell viewports,
we independently heat the viewport flanges while keeping
the regions between the atomic sample and the glass at a
lower temperature. We have also found it useful to reduce
the diameter of the outermost section of the Yb cell on either
end to reduce conduction.

A. Zeeman slowers

Each MOT loads from a separate Zeeman-slowed atomic
beam. The solenoids for the Zeeman slowers are wound from
the same copper wire as the MOT and bias coils. The Li slower
uses a “spin-flip” configuration, consisting of a 60-cm-long
decreasing-field section followed by a 15-cm-long increasing-
field section. We operate each component at 30 A, yielding
a net magnetic field variation |AB| of 980 G. The atoms are
slowed by a 40 mW laser beam, 732 MHz red-detuned from
the D2 transition for the F = % state. We derive the slower
beam from an injection-locked diode laser. By adding a second
injection beam 228 MHz blue-detuned from the first, we obtain
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light for repumping from the F' = % ground state within the
slower.

The YD slower consists of a single 40-cm-long increasing-
field stage, operated at 15 A to yield |AB| =240 G. The
slowing beam has a power of 100 mW, and a red-detuning of
365 MHz from the 'Sy — !'P; transition.

Compensation coils, mounted opposite to each slower on
the main chamber, cancel magnetic fringe fields at the position
of the trapped atoms. Together with the vertical bias coils, the
slower coils also serve as tools to move the center of the
MOT quadrupole along all spatial axes, essential for relative
positioning of the traps, as discussed below.

B. Magneto-optical traps

For magneto-optical trapping of the two species we use a
standard single-species setup with retroreflected MOT beams
[11], modified to accommodate a second atomic species. We
combine the beams for the two species using a dichroic
mirror, and divide the combined beam into three beams
using broadband polarizing beam splitters. The polarizations
are controlled by single-wavelength half-wave plates and
dual-wavelength quarter-wave plates (Foctek).

Several factors have to be considered in determining the
optimum parameters for dual-species laser cooling. Due to
the difference in linewidth of the Li D2 and Yb inter-
combination lines (factor of 32) the two MOTs are opti-
mized at very different magnetic gradients (see Table I).
Furthermore, the optimal duration of the transitional cooling
step (compression) before loading into the ODT differs greatly
for the two species. Finally, the two species experience sig-
nificant losses through inelastic collisions when the magneto-
optical traps are spatially overlapped.

We find that the best performance in our setup is achieved
using a sequential loading scheme, as described in [12],
with typical parameters as listed in Table I. To summarize,
we load Yb alone for 10-30 s, depending on experimental
requirements. During this time, the detuning of the trapping
light is modulated with an amplitude of 20 linewidths, at a
frequency of 50 kHz, to increase the phase-space volume
of the trapping region. We then compress Yb in 200 ms,
and transfer it to the ODT. We subsequently optimize the

TABLE 1. Typical experimental parameters for loading of °Li,
174Yb, and '73Yb: laser intensity / and red-detuning §, and magnetic
axial (vertical) field gradient B’. Two sets of numbers are provided
for each isotope, reflecting the parameters for MOT loading and for
the end point of compression (see the text) before transfer to the ODT.
I refers to the total laser intensity in all three retroreflected beams;
the total optical intensity at the atoms is twice the listed value. I" and
I, for Yb refer to the properties of the intercombination transition.

LiF=3/2 *LiF=1/2 174yb 183Yb
Load [ 6015y 55 7501 75015y
8 6 350 (55+20)C (40 + 20)T
B’ 20 G/cm 3G/cm 3G/cm
Final [ 0.07 Iay 0.08 Iy 0.8 o 2Ly
1) 1.5T r 2r 4T
B’ 60 G/cm 18 G/cm 25 G/cm
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FIG. 4. (Color online) Number of trapped atoms, after a variable
Li load time and 1 s hold in the ODT at fixed depth. (a) [(b)] shows
results with a vertical bias field of 0 (2) G, corresponding to a 1 mm
center-of-mass displacement of the Li MOT. In the favorably
displaced case (b), Li numbers are optimized at a finite load time;
at longer load times sympathetic cooling becomes inefficient due to
low Yb numbers. Each error bar represents statistical fluctuations of
four experimental iterations.

quadrupole field for lithium, load the Li MOT for 0.54 s
(depending on experimental requirements), compress in 50 ms,
and transfer to the ODT. A short (100 us) pulse of light
resonant with the Li F = % D2 transition optically pumps
the Li atoms into the ground F = % state.

The positioning of the Li MOT during load is crucial for
large dual-species samples as can be seen in Fig. 4. The
large losses for suboptimal positioning can be interpreted
as a consequence of elastic collisions that heat Yb through
contact with the Li MOT, and also of inelastic collisions of
ground-state Yb with electronically excited Li atoms in which
both constituents are lost. The latter process also impedes the
rate at which the Li MOT loads, as can be observed in Fig. 4.

We mitigate this effect by applying a bias field during the Li
load, which spatially offsets the MOT from the ODT. With a
vertical bias field of 2 G the lifetime of Yb atoms is quadrupled.
Although this lifetime is less than the vacuum-limited lifetime
of ~435 s, this still leads to simultaneous confinement of 10°
Yb atoms and 10° Li atoms in the ODT, immediately after
switching off all the laser cooling beams.

Due to the greater abundance of Yb in the ODT, as well
as its lower MOT temperature, Yb acts as a coolant for Li. At
zero bias field we observe that, in the absence of Yb, most of
the Li atoms spill from the trap during the first 1 s after transfer
from the MOT. With a large bath of Yb present, these losses
are mitigated, as the Li atoms thermalize with the bath.

C. Optical dipole trap

We derive our ODT from an ytterbium fiber laser (IPG
Photonics YLR-100-LP) that can provide up to 100 W laser
power at 1064 nm. During standard operation, we run the laser
at 40 W. We send the laser output through an AOM and split
the first-order output into two components of equal power
and orthogonal polarization. Each component is focused to a
waist of ~26 pum and crossed at a 20° angle at the atoms. As
shown in Fig. 2, both beams are horizontally aligned through
the chamber. This configuration provides a straightforward
geometry for our crossed ODT.

We perform evaporative cooling by controlling the effi-
ciency of the ODT AOM. The geometry of the trap is thus
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preserved during evaporation, and trap frequencies may be
interpolated between measurements at various depths [13].

D. Evaporative and sympathetic cooling strategies

For a given intensity of the 1064 nm ODT beam, the optical
potential for Li is greater than that for Yb by a factor of about 2.
Thus, at the same temperature, Yb will evaporate from the trap
significantly faster than Li. For this reason, and because the Li
(linear) size is smaller by a factor of 0.7 at equal temperature,
the most practical cooling strategy involves sympathetically
cooling Li in a bath of Yb. We thus optimize the initial
conditions to a larger proportion (=90%) of trapped Yb, and
set the rate of evaporative cooling to match the interspecies
thermalization time, which is of order 1 s throughout. This
method works well even in the regime of quantum degeneracy,
since the condensation temperature for Yb is an order of
magnitude lower than the Li Fermi temperature (for equal Li
and Yb numbers). A more detailed discussion of this scheme
can be found in [14].

We believe that this method of cooling will readily transfer
to other alkali metal 4 spin-singlet systems, where some
performance aspects may be even better than in Yb-Li. The
number of interspecies collisions necessary for thermalization
between particles of masses m and m is of order 2.7 /&, where
the dimensionless parameter 1/& = (m; 4+ m,)?/4mm, [15].
For °Li and '7*Yb, 2.7/& =21, which is relatively large.
Furthermore, since Li cannot be laser cooled to such low
temperatures as Yb, a considerable amount of Yb is lost
through evaporation during initial thermalization. Both of
these effects will be less severe with other alkali-metal atoms
such as Na, K, Rb, and Cs. We also note that a similar
mismatch of trap depth in a 1064 nm ODT will exist and
a similar immunity to two-body inelastic losses is expected,
both advantageous for sympathetic cooling with Yb [16].

E. Simultaneous dual-species imaging

We simultaneously probe the collocated, optically trapped
clouds of Li and Yb using absorption imaging. The imaging
beams are overlapped before they enter the vacuum chamber,
using a broadband polarizing beam splitter. The beams are split
after they emerge from the vacuum chamber using dichroic
mirrors, and the cloud images are projected onto two different
regions of the CCD camera chip. Absorption images for both
clouds are obtained for each experimental iteration.

IV. Yb-Li QUANTUM MIXTURES

Our quantum mixture preparation relies on the direct
evaporative cooling of Yb which then cools the co-trapped
Li sympathetically, as described in Sec. IIID. Cooling in
the absence of an external magnetic field leads to weakly
interacting Bose-Fermi mixtures. By applying external mag-
netic fields, strongly interacting regimes may then be accessed
through available Feshbach resonances. In this section, we
first report our current system performance for producing
quantum-degenerate gases of single-species Yb isotopes. We
then present the production of weakly interacting Yb-Li
mixtures through sympathetic cooling. Finally we briefly
discuss regimes of strong interactions in Yb-Li mixtures.
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FIG. 5. (Color online) Density cross sections of lithium and
ytterbium from absorption images (insets) of degenerate gases. (a)
Quantum-degenerate gas of '7*Yb atoms with 2.5 x 10° atoms in the
condensate imaged at a time of flight (TOF)12 ms. (b) Degenerate
Fermi gas of 1 x 105 '*Yb atoms with 7/T» = 0.3 and TOF 5 ms.
(c) Degenerate Fermi gas of 1.6 x 10* °Li atoms with T/ T &~ 0.06
and TOF 0.4 ms. (d) Simultaneous quantum degeneracy of SLi
and '"7*Yb with 2 x 10* (3 x 10*) atoms of Li (Yb). T/Tr ~ 0.2
for Li and TOF 0.5 (10) ms. Solid lines are least-square fits to
local-density-approximation models for Bose and Fermi gases, while
dashed lines are classical fits to the wings of the distributions.

A. Quantum-degenerate ytterbium

Our current apparatus has several new features beyond
what was reported in [14]. Our Yb laser cooling procedure
now employs greater power and frequency sweep range in the
MOT beams during load (see Sec. III). The optical trap now
features electronic stabilization of depth and adjustable volume
through a time-averaged potential generated by frequency
modulation of the ODT AOM [18]. This “painting” of the
potential increases the volume of the loading trap and allows
a much larger load of Yb. Optimization of both loading and
evaporation is obtained by continuously reducing the volume
and the depth of the trap during evaporative cooling. Loading
from 7 x 107 laser-cooled atoms at a temperature of ~20 uK,
we achieve an optical trap load of up to 5 x 10 atoms and
174Yb condensate numbers of 3 x 10° [Fig. 5(a)]. Applied to
fermionic '73Yb, we can achieve up to 1.2 x 10° [Fig. 5(b)]
atoms in a mixture of the six spin states at TlF = 0.3. By re-
ducing the loading and evaporative cooling sequence times, we
can improve the repetition rate of Yb condensate production to
10 s, with (5 x 10*)-atom Bose-Einstein condensates (BECSs).
Fast experimental repetition rates are crucial to precision
measurements with BECs, which depend on large statistical
data samples [19].

B. Weakly interacting quantum-degenerate Yb-Li mixture

For dual-species experiments in which Li is co-trapped and
sympathetically cooled by Yb, the time-averaging option is not
used as the accompanying reduction in trap depth is too great
to efficiently load Li into the optical trap. As noted earlier,
the larger polarizability of Li makes YD a suitable sympathetic
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coolant. At the lowest temperatures, the large mass difference
affects the standard procedure in two significant ways—the
degeneracy temperatures for equal numbers are different by
an order of magnitude, and the differential gravity-induced
trap modification is relatively large.

By controlling the final depth of the evaporation ramp, we
achieve simultaneous degeneracy, with similar atom numbers
(few x10%) of each species. The quantum-degenerate Yb-Li
mixture at zero external magnetic field [Fig. 5(d)] is weakly
interacting with interspecies scattering length of magnitude
13ap [12,14,20]. In our system, Np; =~ Ny, when the con-
densation temperature T¢ is achieved. By this stage of the
cooling the volume of the Li Fermi gas (constrained by Fermi
degeneracy) is larger than that of the coolant Yb bosons. The
reduction in size and heat capacity of the coolant, and the
differential gravitational sag are all effects which can reduce
the sympathetic cooling efficiency [14]. Further, we might
expect a reduction in condensate number in the presence of Li,
due to collisions between energetic Li atoms near the Fermi
velocity vp ~ 5 cm/s and the Yb BEC (peak condensate speed
of sound v, >~ 1 mm/s), which may explain the condensate
number reduction reported in [20].

In spite of the aforementioned issues, sympathetic cooling
can produce deeply degenerate Fermi gases in our apparatus.
By sacrificing all of the coolant Yb through evaporation,
temperatures below 0.17F can be achieved [Fig. 5(c)]. By
keeping a small amount of Yb in the trap, we establish a
system in which Yb may act as an impurity probe of the °Li
degenerate Fermi gas.

C. Yb-Li mixtures in strongly interacting regimes

Two different regimes of strong interactions in the Yb-Li
system are of current scientific interest. The first one is a
three-component system of Yb and two resonantly interacting
Li spin states, a regime recently explored experimentally by
Khramov et al. [21]. Here studies of strongly interacting Fermi
gases using Yb as a dissipative bath or an impurity probe may
be carried out. While the strong interactions induce inelastic
loss processes at unitarity, which are unobservable in the
weakly interacting regime, the interspecies elastic processes
still dominate and we have observed temperatures as low
as 0.25TF.

The other strongly interacting regime of current interest is
a Feshbach resonance between Yb and Li atoms. Theoretical
calculations by Brue and Hutson [22], predict narrow magnet-
ically induced Feshbach resonances between '7>Yb and °Li.
These have not yet been experimentally observed.

A fundamental limiting factor in preserving interspecies
contact in degenerate Yb-Li mixtures is the differential
gravitational sag of the two species at low trap depths. In our
trap, the Yb atoms, due to their greater mass and weaker optical
confinement, become significantly displaced from the Li atoms
at temperatures near 300 nK, compromising the efficiency
of sympathetic cooling and generally the study of any
interspecies interaction effects. A technique for circumventing
this limitation is discussed in the following section.
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V. CONTROL OF INTERSPECIES SPATIAL OVERLAP

Differences in internal properties between components
of an ultracold mixture can result in a differential response
to external fields. This sometimes leads to unwanted effects
such as the differential vertical displacement due to gravity
experienced in mixtures with unequal mass constituents. For
the weak optical potentials needed to achieve the highest
phase-space densities, this “gravitational sag” leads to reduced
spatial overlap and reduced interspecies interactions. The
differential gravitational sag is an important limiting factor for
the molecule formation efficiency in the K-Rb mixture [23],
where the mass ratio is 2.2. In the case of the Yb-Li mixture,
where the mass ratio is 29, this effect is even more significant,
leading to a nearly complete decoupling of the two species at
the lowest temperatures [14]. Here we demonstrate that this
differential gravitational sag can be mitigated by the use of a
magnetic field gradient which exerts a force on only the lithium
component.

In principle, one may use external magnetic fields to
achieve independent control of any two atomic species. For
instance, in alkali-metal atoms with half-integer nuclear spin
there will exist states with magnetic projection my = 0 in
the direction of the magnetic field, allowing one species to
be made insensitive to magnetic gradients. However, this
insensitivity does not extend to the high magnetic fields
often required in experiments (e.g., to address Feshbach
resonances) due to hyperfine decoupling. Furthermore, mix-
tures of high-field- and low-field-seeking atoms are prone to
inelastic, internal state-changing collisions, which lead to trap
losses.

Mixtures of alkali-metal and alkaline-earth-metal atoms
avoid these limitations as the ground-state magnetic moment
of the alkaline-earth-metal species is zero or nearly zero for
all external fields. Furthermore, in isotopes with zero nuclear
moment, spin-exchange collisions are suppressed entirely.
This feature has been used to overlap clouds of magnetically
trapped rubidium atoms with optically trapped ytterbium
atoms [24]. Here we report on manipulating the relative
displacement of two species that are confined in the same
optical trapping potential, and over a large temperature range
down to <1 uK.

When atoms in a trap are subjected to a uniform force F =
mg, the center of mass is displaced by an amount Az = g/w?,
where w is the vertical trapping frequency. Due to differences
in mass and polarizability, the trap frequencies for Li and
Yb differ by a factor of 8, leading to substantial differential
gravitational sag at low trap depths.

We demonstrate control of interspecies spatial overlap
by applying a magnetic gradient which acts as a “pseu-
dogravitational” force on Li only. We first prepare a mix-
ture of SLi in its two lowest-energy states and the single
ground state of '74Yb at a particular optical trap depth. For
experimental simplicity, we ramp the bias field to 530 G,
where the two Li spin states have equal magnetic moments
lup and negligible interaction strength. We then turn on
our MOT coils to add a magnetic quadrupole field to the
vertical bias field, thereby creating a magnetic force in the
direction of the bias field. Our system is capable of producing
vertical gradients up to 170 G/cm; however, a more modest

PHYSICAL REVIEW A 87, 013615 (2013)

%o

6 §-2 i
£
3 o
=4 o6
c > T T T
o 20 40 60
'ﬁ 1 Depth (uK)
S
@ 2+
a
[
(9]

o_

20 40 60
Optical Trap Depth (uK)

FIG. 6. (Color online) Relative displacement of centers of mass
of Li and Yb clouds, versus optical trap depth for Yb atoms, at
various magnetic gradients: —13 G/cm (filled triangles), 35 G/cm
(filled circles), and 64 G/cm (filled squares). Each data point gives
the average center-of-mass position of between 7 and 12 absorption
images of lithium, subtracted from the average of 11 ytterbium
images. The inset shows the displacement of Yb from the ODT beam
center. The solid lines are results of a numerical model.

gradient of 65 G/cm is sufficient to make the atom clouds
concentric.

Figure 6 shows the separation of the cloud centers as a
function of optical potential for different magnetic gradients.
The gradient strength was determined by releasing the Li
atoms and imaging them after a variable time to measure the
acceleration wpB’/my; + g. The analysis also identified and
corrected for slight (<1°) deviations of the long trap axis from
horizontal and the magnetic bias from vertical.

The lowest Yb optical trap depth for the data in Fig. 6 is
12 uK. Due to gravity, this corresponds to an effective trap
depth of 4 uK, which goes to zero at an optical trap depth of
6 uK. We observe the onset of BEC at 15 uK optical depth
when loading Yb alone.

At the lowest depths, the in-trap 1/e height of the ytterbium
cloud is approximately 2 um, whereas the Li cloud size is near
the Fermi radius of 6 um. Thus, in the absence of a magnetic
gradient, the spatial overlap of the two clouds is critically
reduced at trap depths below 20 K.

Also shown in Fig. 6 is a set of theoretical curves of
relative displacement, derived from a simple numerical model
assuming a Gaussian trap profile. The only variable parameter
in the model is the ODT (vertical) beam waist, which agrees
at the 10% level with measurements of trap frequency via
parametric excitation. We find reasonably good agreement
between this model and the experimental data, although the
calculation slightly overestimates the degree of sag at the
lowest trap depths. One plausible explanation for this is a
small vertical misalignment of the ODT beams, leading to a
deviation from a Gaussian profile.

A side effect of this technique is that the applied gradient,
while shifting the center of the trap, also effectively lowers the
trap depth. Thus, for deeply degenerate Fermi clouds where the
initial trap depth is close to the Fermi temperature, the “tilted”
potential leads to spilling of Li atoms near the Fermi energy.
This effect appears as a gradient-dependent Li number loss at
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the lowest depths (when T < 0.17F) in our experiment and
has been utilized elsewhere to measure interaction strength in
Fermi gases [25] and to accelerate evaporative cooling in Bose
gases [26].

We also note that the field inhomogeneity introduced by the
magnetic gradient can limit its usefulness in experiments that
require extremely homogeneous magnetic fields. For instance,
a gradient of 65 G/cm corresponds to a magnetic field variation
of tens of milligauss across the sample, much larger than
the theoretical width of the predicted magnetic Feshbach
resonances between !3Yb and °Li [22].

Species-selective control of atomic samples has also been
demonstrated using only optical fields. Bichromatic optical
traps exploiting the different ac Stark shifts of atoms have
been demonstrated [24]. Our technique has the advantage
of requiring no additional lasers or sensitive alignment of
optics. The effect is achieved entirely with existing hardware,
operating under typical conditions.

In addition to the application described above, the magnetic
gradient technique enables experiments involving the use of
one atomic species as a local probe of the other. In the SLi-
174Yb system, the Yb acts as a “bath” at temperatures above
degeneracy, where its cloud is much larger than that of Li. At
low temperatures, Yb can act as a “probe,” since the Yb cloud
is much smaller than the Li Fermi radius [21]. Under the latter
conditions, Yb can be a useful probe for studying the local
properties of a Fermi gas in the weakly interacting as well as
in the superfluid regime.

Beyond spatial control, one can also use magnetic gra-
dients to achieve selective control of the momentum of
the magnetically sensitive species, by changing the gradient
nonadiabatically. Such velocity-control techniques may be
useful for a range of studies, such as measures of viscosity
and tests of superfluidity.
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VI. CONCLUSIONS AND OUTLOOK

We have presented a detailed description of our apparatus
to produce stable quantum mixtures of lithium and ytterbium
atoms. We have also demonstrated a method of controlling
the spatial overlap of the two species, general to combinations
of magnetic and nonmagnetic atoms. When prepared near the
6Li Feshbach resonance, bosonic Yb can act as a microscopic
probe of the strongly interacting lithium Fermi gas. Other
future applications of the mixture include the study of
condensed matter models in an optical lattice, such as the
binary-alloy model.

An interspecies Feshbach resonance between lithium and
ytterbium will allow the exploration of three-body Efimov
states with large mass mismatch, and potential studies of the
many-body physics of mass-imbalanced pairs. While such
resonances have not yet been observed, they may show up in
the near future in experiments with the ground-state mixture,
or by using Yb in an excited metastable state (such as 3p,) [27].
An additional possibility is an interspecies optical Feshbach
resonance [28]. Finally, the quantum-degenerate mixture of
lithium and ytterbium provides the starting point for the
production of quantum gases of paramagnetic polar molecules
of YbLi. Such ultracold molecules are of general interest
from the perspective of quantum simulation [5], quantum
information [29], tests of fundamental symmetries [30], and
probes of time variations of physical constants [31].
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