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Abstract Terrain mapping is important for mobile robots to
perform localization and navigation. Stereo vision has been
used extensively for this purpose in outdoor mapping tasks.
However, conventional stereo does not scale well to distant
terrain. This paper examines the use of wide-baseline ste-
reo vision in the context of a mobile robot for terrain map-
ping, and we are particularly interested in the application of
this technique to terrain mapping for Mars exploration. In
wide-baseline stereo, the images are not captured simulta-
neously by two cameras, but by a single camera at different
positions. The larger baseline allows more accurate depth
estimation of distant terrain, but the robot motion between
camera positions introduces two new problems. One issue is
that the robot estimates the relative positions of the camera at
the two locations imprecisely, unlike the precise calibration
that is performed in conventional stereo. Furthermore, the
wide-baseline results in a larger change in viewpoint than in
conventional stereo. Thus, the images are less similar and this
makes the stereo matching process more difficult. Our meth-
odology addresses these issues using robust motion estima-
tion and feature matching. We give results using real images
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1 Introduction

Terrain mapping is critical to mobile robot navigation in out-
door environments. If a robot cannot sense the pathways and
obstacles to the goal location, then considerable trial-and-
error may be performed before finding a navigable route.
Maps are also useful for performing localization of the robot
and finding the goal, particularly when Global Positioning
System (GPS) data is not available.

We are interested in performing terrain mapping for the
robotic exploration of Mars. An important goal for Mars
exploration is to maximize the amount of scientific data
returned during a mission. The amount of such data is
increased if a rover is able to traverse to distant science tar-
gets in a single command cycle. However, this requires the
rover to be able to navigate to science targets seen in orbi-
tal images, but not previously seen by the rover. Inaccurate
navigation to these goals leads to a reduction in the time for
gathering scientific data, since communications from Earth
are usually received only once per day. When the rover fails
to correctly reach the target, it must again be commanded to
traverse to the correct location.

Previous work [16,31,35,49] has addressed several issues
in mapping and localization for rovers. However, this work
has not solved the problem of on-board mapping of distant
terrain by a rover, which would allow a rover to improve
its long-range planning and localization capabilities. Cur-
rent rovers use stereo vision for mapping nearby terrain, but
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Fig. 1 As the baseline distance
increases, the stereo range error
is decreased, assuming that the
error in estimating the disparity
does not increase linearly with
the baseline distance

the accuracy of such techniques degrades with the square of
the distance to the terrain. This can be improved through the
use of a larger baseline distance (the distance between the
stereo cameras). On the other hand, a rover cannot have two
cameras with a large, fixed baseline distance because of the
limited size of the rover.

Rather than using two images taken by different cameras
at the same time, wide-baseline stereo vision uses two images
taken by the same camera at different times. The wide base-
line can improve the quality of the stereo range data for dis-
tant terrain. This can be observed by noting that the stereo
disparity d is inversely proportional to the depth of the point
z and directly proportional to the baseline distance b. So,
z = cb/d, where c is constant. In practice, the disparity must
be estimated with some error and this yields error in the esti-
mate of the distance to the point. However, as the baseline
is increased, the disparity increases proportionally and this
causes a reduction in the effect of the error in the disparity
estimate. This effect is illustrated in Fig. 1.

However, two new problems are introduced. First, we can
no longer carefully calibrate the difference in location and
orientation between the camera positions, since they are not
fixed as in conventional stereo vision. These positions are
only known up to the accuracy of the rover localization as
it moves in the terrain. In addition, finding the stereo corre-
spondences between the images is more difficult, since the
terrain is seen with a larger difference in perspective than in
conventional stereo.

Our methodology addresses these problems. We perform
the following steps:

1. Motion refinement: We refine an estimate of the camera
position using matches between image features detected
in the images (an initial estimate is not crucial, but it
is typically available from rover odometry). We do not
assume that the initial estimate is precise. A refinement
step is performed in order to improve the relative camera
position estimate, consisting of the following substeps:

(a) Feature selection: We detect features in the first
image that can be precisely localized using a method
based on the approaches of Förstner and Gülch [3]
and Shi and Tomasi [41].

(b) Feature matching: For each feature, we look for a
corresponding feature in the second image using a
hierarchical search over the entire image with mul-
tiple candidates at each level. A high-pass filter is
applied to both images prior to matching to remove
most illumination effects.

(c) Outlier rejection: We reject correspondences where
the estimated precision is low, multiple candidates
are similar, or the disparity is not in agreement with
other matches.

(d) Motion estimation: The Levenberg-Marquardt algo-
rithm [38] is used to optimize the motion param-
eters with respect to the epipolar constraints for
the detected correspondences. A robust objective
function is used to minimize the distances between
the matched feature locations in the second image
and the locations reprojected from the first image
into the second image using the estimated motion
parameters.

2. Image rectification: We rectify the images using the algo-
rithm of Fusiello et al. [5] so that the correspondences
between the images lie along the same image row. This
allows the disparity for each pixel to be computed effi-
ciently.

3. Stereo matching: We use our maximum-likelihood image
matching measure [32] to compute disparity estimates
for each pixel in the first image. The search efficiency is
improved by eliminating redundant computations
between neighboring pixels. We estimate the subpixel
disparity value and the precision of the disparity by fit-
ting a parameterized surface the estimated likelihoods.
Outliers are rejected using the precision estimates and
by eliminating small regions of the disparity image that
are inconsistent with surrounding estimates.
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4. Triangulation: The image disparities are used to trian-
gulate the three-dimensional position of each location in
the terrain.

While we discuss novel techniques as a part of the com-
ponents of our system, the primary purpose of this work is to
describe a complete system for wide-baseline stereo vision.
Given maps created at several overlapping locations, several
methods can be used to merge them into a larger encompass-
ing map [9,36,37,44]. The following sections describe the
above steps in further detail and present experiments testing
the efficacy of the methodology.

2 Previous work

Indoor mapping has received considerable attention in the
robotics community. Thrun [44] gives a good review of such
work. Outdoor mapping has received much less attention.
Most work on outdoor mapping has concentrated on stereo
vision or laser rangefinders, owing to the complex terrain,
but other sensors have been used.

Early work at Carnegie Mellon University used scanning
laser rangefinders to perform outdoor mapping [7,12–14].
Gennery [6] and Matthies [23,24] used stereo vision data for
similar purposes at the Jet Propulsion Laboratory (JPL).

More recent techniques deal with highly complex data.
Maimone et al. [19] used trinocular stereo vision to map dif-
ficult terrain for use in the Chornobyl nuclear facility. Huber
and Hebert [9] built maps for large data sets of unstructured
terrain with widely varying resolution. Mandelbaum et al.
[21] constructed maps with single or stereo cameras over long
distances using structure and motion estimation. Li et al. [17]
generated maps of Mars using data acquired by the Spirit and
Opportunity rovers.

Terrain mapping has also been performed using aerial
images. Hung et al. [10] generated terrain models from over-
lapping aerial images. At the National Center for Scientific
Research in France (CNRS), an autonomous blimp was used
to acquire stereo imagery for mapping [11,15]. Xiong et al.
[49] developed methods to generate maps from the images
captured as a spacecraft descends to a planetary body. Mont-
gomery et al. [27] generated maps using an autonomous heli-
copter for safe landing. Williams et al. [47] used sonar for
mapping and navigation in underwater robotics.

Wide-baseline stereo (also called motion stereo [8,29])
can map terrain that is more distant than conventional stereo,
because the larger baseline allows improved triangulation.
Much recent work in this area has considered the problem of
finding correspondences between the wide-baseline images
[1,18,22,25,39,40,46]. In contrast, our work uses a rela-
tively simple method for finding correspondences and con-
centrates on building a system capable of generating dense

and accurate depth maps from wide-baseline images. The use
of an alternative method for detecting correspondences has
the potential for improving our system.

Other interesting work includes the method of Strecha
et al. [42] for dense mapping of wide-baseline images. This
technique generates excellent results, but is not suitable for a
mobile robot because of the required processing time. Finally,
Okutomi and Kanade [30] describe a system for generating
stereo data using a set of images with different baselines.
However, the baselines in this work are not wide.

3 Feature selection and matching

The first step in accurately recovering the terrain map is to
refine the estimated motion between the camera positions.
An initial estimate is typically given by rover odometry or
other localization methods. This estimate can be refined using
motion estimation, if we know correspondences between the
images. This section is concerned with locating such corre-
spondences. Since the images are not captured at the same
time, the illumination of the terrain may be different in the
two images. In order to remove most of the effects of such
changes, we convolve both images with a high-pass filter,
replacing each pixel with the deviation from the average local
brightness.

It is impractical to determine correspondences for every
location in the observed terrain for several reasons. Some
locations that can be seen in one image will not be observed
in the other. Correspondences for other locations cannot be
found precisely, since the terrain has a uniform appearance.
Furthermore, the processing time needed to detect correspon-
dences for each location would be prohibitive. We select 256
locations with distinctive appearance from the first image to
match with the second image. The distinctiveness of the fea-
ture is determined using a method based on the similar inter-
est operators developed by Förstner [3] and Shi and Tomasi
[41]. The operator scores each pixel based on the strength
of the gradients in a neighborhood around the pixel. For a
pixel to score highly, the neighborhood must have strong
gradients with multiple orientations. Requiring the gradients
to have multiple orientations allows linear edges to be dis-
carded, which is desirable, since it is hard to localize features
along the edge. This operator examines the covariance matrix
of the local gradients. The larger eigenvalue of the covariance
matrix is an estimate of the strength of the gradients in the
neighborhood and the ratio of the eigenvalues measures the
degree to which they are in multiple orientations. Following
Shi and Tomasi [41], we score each pixel according to value
of the smaller eigenvalue.

Once the image locations have been scored, we divide the
image into an even grid of 16 sub-images and select local
maxima within each sub-image. This ensures that we select
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Fig. 2 Experiments indicate that the methodology is insensitive to the
thresholds chosen for accepting candidate feature matches. a Plot of the
median reprojection error versus the threshold on the estimated stan-
dard deviation of match position. b Plot of the median reprojection error

versus the threshold on the SAD distance between top two matches.
c Plot of the median reprojection error versus the threshold on the SAD
score of top match

features from all parts of the image. However, the maxima
in each sub-image are subject to a threshold, since we do
not want featureless sub-images to contribute to the set of
selected features.

For each selected feature, a match is sought in the second
image using a coarse-to-fine strategy. The method first detects
candidate matches in an image that has been downsampled
by four in both rows and columns (the Mars rover images that
we test on are 1,024×1,024 pixels, but other image sizes are
also used). We perform matching using the sum-of-absolute-
differences (SAD) distance over a large window (21×21)
so that considerable image context is incorporated. However,
the large context can lead to a large SAD distance between
image patches, even for correct matches, if there is a change
in appearance between images. For this reason, multiple can-
didate matches are selected at the low resolution if the SAD
distance is not more than 50% larger than the distance for the
best candidate (up to a maximum of ten candidates).

Each candidate match is refined at the highest resolution
using a small (9×9) search space and candidates are removed
if they do not remain within 50% of the best SAD distance.
Finally, candidates undergo an (optional) affine refinement
step that uses iterative optimization to find the best fit for
each candidate match over linear transformations. We store
the best candidate if it meets four criteria (the others are dis-
carded as unreliable):

1. The estimated standard deviation in the position of the
localized match is <0.15 pixels.

2. The difference in the SAD distance between the best
match and the second best is ≥800.

3. The SAD distance is <12,000 (for a 21×21 window).
4. The vertical disparity of the match is consistent (up to a

threshold) with the median disparity of the other candi-
dates meeting the previous criteria.

Experiments varying these thresholds (see Fig. 2) indicate
that the technique is not sensitive to the precise values of
these thresholds, owing to the consistency check and the
robust objective function used in the motion estimation. The
low tails in two of the experiments at certain thresholds is
because many of the matches were pruned and overfitting of
the remaining matches was possible. Note that these criteria
will often throw away correct matches in addition to incorrect
matches. It is important that most incorrect matches are dis-
carded while keeping sufficient correct matches to perform
motion estimation.

Figure 3 shows an example of selected and matched fea-
tures using these techniques. In this case, 256 features were
selected in the first image. Of these, candidate matches were
found for 74 features in the second image. After outlier rejec-
tion (which discards mostly correct matches in this case), 65
correct matches remained to be used as input to the motion
refinement step.

4 Motion estimation

Given correspondences between the stereo images, we can
update the estimated motion between the camera positions
by enforcing geometric constraints on the correspondences
[43,49]. This optimization is over the rotation R and trans-
lation T between the camera positions C1 and C2, which
include the position and orientation.

C2 = RC1 + T . (1)

In estimating the motion, only five of the six motion param-
eters (three for translation and three for rotation) can be esti-
mated. The distance between the camera positions (i.e., the
baseline distance) cannot be recovered, since there is a scal-
ing of the entire scene that would yield the same image pair
for any such baseline distance. We use the rover onboard
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Fig. 3 Feature matching example. a Features selected in the first image. b Initial features matched in first image. c Initial features matched in
second image. d Matched features in the left image after outlier rejection. e Matched features in the right image after outlier rejection

estimate for the positions where the images were captured
to compute the baseline distance. This relies on the rover
localization capabilities [16,17,20,31] in order to estimate
the distance that the rover has traveled between capturing
the images.

In the process of optimizing the motion estimate, we use a
state vector that includes the five recoverable motion param-
eters and an estimate of the depth to each of the recovered
features (relative to the first camera position). We initial-
ize the depths to values lower than the expected distance to
the terrain. This has led to good results in our experiments.
We have noticed that the optimization has converged to a
local minimum occasionally when the depths are initialized
to larger values.

The objective function that we use is an M-estimator that
robustly combines the squared error for each feature corre-
spondence, where the feature error is the distance between
the feature position detected in the second image (ci , ri ) and
the estimated position in the second image (ĉi , r̂i ) calcu-
lated by reprojecting the feature from the first image into the
second image according to the current motion estimate and
estimated feature depth.

Di =
√(

ci − ĉi
)2 + (

ri − r̂i
)2

. (2)

We use a variation of the M-estimator discussed in [4] to
combine the distances as follows:

N∑

i=1

σ 2 D2
i

σ 2 + D2
i

, (3)

where σ = median(D1, . . . , DN ) and N is the number of
correspondences. The objective function is optimized using
the Levenberg-Marquardt method [38].

When we applied this technique to the images in Fig. 3,
the average reprojection error per feature was 0.096 pixels. In
a series of more difficult tests, the median reprojection error
was 0.15 pixels. The techniques were also tested on a data
set with a known homography between image pairs [26]. In
this experiment, we compared the locations that the points
were predicted to be projected according to the motion esti-
mate with the location specified by the homography. Figure 4
shows the results. The histograms indicate that the errors are
usually small.

5 Rectification

The location of any position in the terrain that is seen in
the first image is constrained to lie along a line in the sec-
ond image. This is called the epipolar constraint and the
line is called the epipolar line. If the camera parameters
and the motion between the images are known, then we
can make use of this constraint. The location of the posi-
tion in the second image along this line depends on the
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Fig. 4 Motion errors computed by comparing the projected feature locations according to the estimated motion to the location predicted by the
known homography. a Histogram of errors in the x-direction. b Histogram of errors in the y-direction. c Histogram of overall error distances

distance of the terrain from the camera. A common and use-
ful trick in stereo vision is to rectify the images to appear as
if they were captured by cameras with horizontal axes that
are parallel to the baseline and vertical axes that are per-
pendicular to both the baseline and the optical axes. This
corresponds to a virtual rotation of each camera about its
center of projection and can be achieved by a linear transfor-
mation of the image (this assumes a pinhole camera model.
In practice, most lens distortion can be removed prior to this
step, if a model of the distortion is computed in advance).
When this rectification has been performed, all of the epi-
polar lines become horizontal and they lie along the same
image row as the corresponding image feature. This allows
efficient algorithms to be used to find the stereo correspon-
dences.

We use the method of Fusiello et al. [5] to perform rec-
tification. If R1 and C1 are the camera rotation matrix and
center of projection for the first image in the world coordi-
nate frame, then a point at [x y z]T is transformed according
to the perspective projection into an image point [u1 v1]T

by taking the intersection of the image plane with the line
between the point and C1.

To accomplish the rectification, we must determine the
rotation that brings the cameras into the correct configuration.
The translation does not change. After the rectifying trans-
formation, both cameras will have the same rotation matrix
R, since they will have the same (virtual) orientation. The
epipolar lines will be horizontal if the baseline is parallel to
the x-axis in the camera reference frame.

We achieve the rectifying transformation by setting the
rotation row vectors as follows (R = [r1 r2 r3]T ):

1. r1 is a unit vector in the direction of C1 − C2.
2. r2 is a unit vector orthogonal to r1 and to the z-axis in

the local frame of reference of camera 1.
3. r3 is a unit vector perpendicular to both r1 and r2.

Fig. 5 Images after rectification. Lines have been added to show the
relative position of features in the two images. a Left image. b Right
image

With the new rotation matrix, the camera projection matri-
ces become

Pi = A[R −RCi ] = [Q qi ], (4)

where A represents the camera intrinsic parameters, Q = AR
and qi = −ARCi . The rectifying transformations are given
by

Ti = Q(ARi )
−1. (5)

We apply these linear transformations to the stereo images.
This sometimes transforms the image pixels such that they
are moved outside of the image (for example, if the original
forward axes converged). We recenter the images in order to
retain as much data as possible within the image boundaries
by moving the center of gravity of the transformed pixel loca-
tions to the center of the image. Figure 5 shows the images
from Fig. 3 after rectification. The lines drawn on the image
are on corresponding rows. It can be seen that corresponding
features lie along the same rows in the images.
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6 Stereo matching

In wide-baseline stereo matching, there is often a large (pos-
itive or negative) disparity between corresponding points in
the two images. This necessitates a large search space in the
horizontal dimension for the correct match. However, after
the image rectification we do not need to search in the vertical
direction. This allows us to combine efficient stereo matching
techniques with a robust image matching measure.

To find the correspondences, we use an area-based strat-
egy, where a small neighborhood around each pixel in the
first image is used to compare against small neighborhoods
in the second image. In our experiments, the use of a simple
measure such as sum-of-squared-differences (SSD), SAD, or
normalized correlation produced poor results. We use a max-
imum-likelihood image matching strategy that produces bet-
ter results [32]. Typical measures compare only the pixels that
are aligned between the neighborhoods in the two images. For
example, the SSD squares the differences between these pix-
els and sums the results. The maximum-likelihood matching
strategy allows matches between pixels that are not directly
overlapping, if the intensities are sufficiently similar, using
a pixel similarity measure that combines the difference in
intensity with distance between them. To compute the mea-
sure, pixels in the images are considered to be vectors in the
three-dimensional space spanning the pixel row, column, and
intensity. However, a difference of one unit in intensity is not
as important as a difference of one unit in the row or column
of the pixel, so a weighting factor K is used to discount the
distance in intensity. Let

vi =

⎡
⎢⎢⎣

p(row)
i

p(column)
i

K p
(intensity)
i

⎤
⎥⎥⎦ . (6)

For simplicity, the distance between pi and p j is computed
with the L1 norm:

d(pi , p j ) = ∣∣∣∣vi − v j
∣∣∣∣

1 . (7)

We have found empirically that K = 1/4 works well. How-
ever, the method is not sensitive to this value.

Now, let dδ
r,c be the distance (computed with respect to the

above definition) from the pixel at (r, c) in the first image to
the closest pixel in the second image when it is displaced by
disparity δ. This can be computed efficiently using a three-
dimensional distance transform [31]. The likelihood function
over the neighborhood of a pixel at (r, c), given the disparity
is

Lδ(r, c) =
w∏

i=−w

w∏

j=−w

f (dδ
r+i,c+ j ), (8)

where f (·) is the probability density function (PDF) of the
distances and w determines the size of the neighborhood

(this assumes independence between the distances, which
works well in practice). We use a PDF that is a weighted
mixture of a Gaussian for inliers and a constant for outliers
[32].

In order to perform dense matching between the recti-
fied images using the measure described above, we use an
efficient search strategy common in stereo vision [2,28].
This strategy makes use of the observation that a brute-force
implementation performs many redundant computations for
adjacent positions of the template at the same disparity. We
eliminate the redundant computation by storing the informa-
tion for reuse as necessary for fast matching.

Given previously computed values Lδ(r −1, c), Lδ(r, c−
1), and Lδ(r −1, c −1), we can compute Lδ(r, c) efficiently
with the following formulas:

r+ = r + w (9)

r− = r − w − 1 (10)

c+ = c + w (11)

c− = c − w − 1 (12)

Lδ(r, c) = Lδ(r−1, c)Lδ(r, c−1) f (dδ
r−,c−) f (dδ

r+,c+)

Lδ(r−1, c−1) f (dδ
r−,c+) f (dδ

r+,c−)
(13)

In practice, it is faster to compute log Lδ(r, c), since log f (·)
can be precomputed for the necessary values and this results
in only the use of addition and subtraction (rather than mul-
tiplication and division).

We select the disparity that maximizes the likelihood func-
tion as the candidate disparity for each pixel. A subpixel dis-
parity estimate and an estimate of the standard deviation of
the error for each pixel are computed by fitting a curve to the
likelihood scores near the maxima [31]. The disparity is dis-
carded if the standard deviation is too large or if the overall
likelihood of the location is not large enough. A final outlier
rejection step is used that discards any disparities that do not
form a large enough coherent block in the output.

Figure 6 shows the disparity map that was computed for
the example in the previous figures, which show the Endur-
ance crater on Mars imaged by the Opportunity rover. Dense
results are achieved for the far side of the crater where it
appears in both of wide-baseline images. Results on the left
side are correctly pruned, since this part of the crater is not
visible in both images. Data at the bottom is pruned either
for this reason or because the change in appearance is large.
Figure 7 shows a second example, which is a conventional
stereo pair of Mars. Dense results are obtained over most of
the image in this case, since the cameras were pointing in
nearly the same direction and the baseline was small. Data
is correctly pruned from the left side of the image, since this
region is not visible in both images. The results are very close
to those obtained by conventional stereo. This is an encour-
aging result, since conventional stereo benefited from the
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Fig. 6 Computed disparity map for Endurance crater wide-baseline
stereo pair. a Left image. b Disparity image. Dark values represent
larger disparities

Fig. 7 Computed disparity map for Mars Pathfinder narrow-baseline
stereo pair. a Left image. b Disparity image. Dark values represent
larger disparities

carefully calibrated external parameters, whereas our meth-
odology did not.

7 Triangulation

The triangulated position p1 of a point with respect to the
(rectified) first camera frame can be computed using the coor-
dinates of the feature in the first image (r, c1), the coordi-
nates of the corresponding feature in the second image (r, c2)

and the camera parameters. Let A1 and A2 be the camera
projection matrices (which will differ only in the projected
location of the center of projection), R be the camera rotation
in the global reference frame (it is the same for both cameras
after rectification), and C1 and C2 be the camera centers of
projection.

Define:

S1 = (A1 R)−1 (14)

S2 = (A2 R)−1 (15)

a = S(0,0)
1 c1 + S(0,1)

1 r + S(0,2)
1 (16)

b = S(2,0)
1 c1 + S(2,1)

1 r + S(2,2)
1 (17)

c = S(0,0)
2 c2 + S(0,1)

r r + S(0,2)
2 (18)

d = S(2,0)
2 c2 + S(2,1)

r r + S(2,2)
2 (19)

l1 = (dC (0)
1 − C (0)

2 − cC (2)
1 + C (2)

2 )/(bc − ad) (20)

The triangulated position is given by

p1 = C1 + l1S1 [c1 r 1]T , (21)

8 Experiments

We have performed experiments with these techniques on
images of natural terrain of sandy and rocky terrain (similar
to Mars). Some tests used actual images of Mars from the
Spirit and Opportunity rovers or from the Mars Pathfinder
mission. The first experiment tested a variety of baselines
using data collected at JPL using the Rocky 8 rover proto-
type. A sequence of 11 images was captured with roughly
20 centimeter intervals between the camera locations in the
JPL Mars Yard using the navigation cameras on the rover
mast. This allows us to consider stereo pairs with baseline
distances ranging from 20 centimeters to 2 meters. All of the
images in the sequence were captured with a camera orienta-
tion that is largely perpendicular to the direction of travel, see
Fig. 8.

Figure 9 shows the disparity maps that were generated
from this sequence. The first image in the sequence was used
in each wide-baseline pair, with every other image serving
as the second image in one pair. The disparities are rendered
relative to the position of the pixel in the first image. It can be
seen in this data that the coverage of the stereo data is larger
for image pairs with a smaller baseline. One reason for this
is that there is a smaller overlap in the terrain visible in the
image pair when the baseline is increased. This causes the tri-
angular region on the lower-left that contains no disparities.
A second reason for the lower coverage is that, as the camera
positions become farther apart, the change in the appearance
of the terrain becomes larger (the terrain is viewed from a
different perspective). This makes the correspondence prob-
lem more difficult and the verification techniques eliminate
more of the disparity data. It is worth noting that the goal of
wide-baseline stereo vision is to map the more distant ter-
rain, so that failure on nearby terrain (which can be mapped
with a smaller baseline) is not a large drawback. The verifica-
tion techniques are largely successful in eliminating outliers.
However, they are not perfect. An outlier region that was not
successfully pruned can be seen in the lower-left of the sec-
ond image. In addition, correct data is sometimes pruned by
the techniques.

We can evaluate the quality of the more distant range data
in this experiment by examining the shape and accuracy of
the range data to the vertical wall present at the top of each
image. Conventional stereo techniques with a 20 cm baseline

123



Wide-baseline stereo vision for terrain mapping 721

Fig. 8 Image sequence from the JPL Mars Yard. The images were taken at intervals of approximately 20 cm

did not achieve high accuracy in the shape of the wall, since
it was roughly 20 m from the rover. Our techniques also did
not achieve high accuracy with a 20 cm baseline, see Fig. 10.
The estimated shape of the wall (which should be planar)
was improved as the baseline was increased. Quantitative
error was present in some cases because of a small number
of feature matching errors that caused the motion estimation
to converge to an incorrect local minimum. The incorrect
matches were the result of artificial objects (for example, the
poles rising beyond the wall). Needless to say, errors owing
to the similarity of artificial objects would not occur in com-
pletely natural terrain, such as on Mars.

Figure 11 shows an experiment with more distant terrain.
The wide-baseline stereo pair was captured by Rocky 8 dur-
ing field testing. In these images, the foreground has been

cropped, since the techniques were not successful in solv-
ing the correspondence problem for this nearby terrain. For
this experiment, the baseline distance for the stereo pair was
approximately 5 m, but the baseline was not perpendicular to
the camera axis. This resulted in a small rotation of terrain in
the rectified images. In this case, the images were captured
with narrow field-of-view cameras, so the resolution of the
images is high. The range data to the ridge seen in the images
had high qualitative accuracy, even though the ridge was over
1 km distant from the camera.

The current computation time required for the code is less
than a minute on a 2.5 GHz personal computer. It is likely
that a careful implementation could improve upon this sig-
nificantly. For a Mars rover, the wide-baseline stereo opera-
tion would be performed infrequently. Since commands are
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Fig. 9 Disparity maps generated from Mars Yard sequence. Each dis-
parity map was created using the wide-baseline stereo algorithm with
image 1 as the first image and image n + 1 as the second image. The

baseline distance ranges from 20 for the first disparity map to 2 m for the
last disparity map. Black pixels indicate that the disparity was pruned
at that location

Fig. 10 Overhead view of the
point cloud generated using
wide-baseline stereo for the wall
seen at the top of the images in
Fig. 8. a 20 cm baseline. b 40 cm
baseline. c 100 cm baseline.
d 200 cm baseline
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Fig. 11 Wide-baseline stereo
pair of the California desert
captured by Rocky 8 prototype.
a Left image. b Right image.
c Feature matches in left image.
d Feature matches in right
image. e Rectified left image.
f Disparity map for left image

received infrequently from Earth, a short wait for results is
likely to be acceptable.

9 Failure modes

It is important to consider the conditions under which the
wide-baseline stereo techniques fail. One failure mode for
these techniques is the inability to establish correspondences
between the wide-baseline images. This can occur for mul-
tiple reasons. For example, the images may not capture the
same terrain or the terrain may be uniform, such that no
distinctive features exist. Nothing can be done about these
situations, except to modify the rover operation in order to
capture a better pair of images.

Problems can also occur in feature matching when the
appearance between the images changes drastically. We can
see this in the nearby terrain in several of the examples given
here. Large baselines are better for mapping distant terrain
than nearby terrain. Often conventional stereo can be used
for mapping the nearby terrain. We have found that this can
be improved upon by capturing images of the terrain at more
than two rover positions, with baselines ranging from small
to large. This sequence of baselines allows mapping of both
near and far terrain. It can also improve the depth estimate
on terrain captured in more than two images.

We have seen that incorrect feature matching sometimes
adversely affects the motion estimate and this can cause
poor results. In our experiments, such incorrect tracking has

occurred primarily for artificial objects, rather than natural
terrain, owing to objects with a very similar appearance. It is
likely that the presence of incorrect matches in these cases
can be addressed through the use of a random sampling tech-
nique, such as RANSAC, to eliminate the incorrect matches
prior to the iterative estimation step [45].

In order for the rectification to be accurate over the entire
image, it is important that the sparse correspondences used in
the motion estimate cover the image well. Areas that are not
well covered by such correspondences tend to be fit poorly
and, thus, the rectification performs less well in these areas.
We have concentrated less on this problem than others, since
this problem occurs primarily for closer terrain. However,
this could be improved through the use of feature matching
strategies that are robust to affine transformations [1,46,48].

10 Summary

We have developed an algorithm to perform wide-baseline
stereo on a mobile robot. Unlike conventional stereo vision,
these techniques allow the robot to map terrain that is many
meters (up to a few kilometers) distant. This has required
the solution to two problems. We have addressed inexact
knowledge of the relative positions between the cameras
using nonlinear motion estimation. This step automatically
selects features and determines correspondences between the
images in order to refine the motion estimate to satisfy epipo-
lar constraints. We use robust template matching techniques
to deal with the increased change in appearance between
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the images for dense matching. This method tolerates outli-
ers and perspective distortion. High-quality stereo matching
results are achieved even with a significant change in the
image viewpoint.
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