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Gallery

Today’s lecture starts with Napoleon’s March

In honor of Minard’s graphic, our opening gallery surveys
modern data maps



Maps as VDQIs

Three main ways to use maps in VDQIs:

1. Match data to space: choropleth maps

2. Match space to data: cartograms

3. Create a space for data: e.g., treemaps



data → space: choropleth maps

Code regions of a map with non-spatial data

Advantage: Connects abstract variables to familiar cartography

Disadvantage: Often conflates spatial and non-spatial variation

All variables directly linked to space, not to each other

But space may be a distraction or a confounder

Actual social relationships may be independent of space
but not uniformly spatially distributed



French kissing map

Not as exciting as it sounds

Preferred number of kisses to cheeks in greeting, per survey data

Source: Gilles Debunne, combiendebises.free.fr in Jacobs, Strange Maps



South Carolina BBQ sauce preferences

Source: Kovacik & Winberyy, South Carolina: A Geography in Jacobs, Strange Maps

Unclear how assessed. Danger of 50% cutoffs hiding ambiguous results in choropleths



Didactic maps

Source: Superinteresante magazine, Sao Paulo, in Jacobs, Strange Maps

GDP of US states explained through international analogs



Didactic maps

Source: Superinteresante magazine, Sao Paulo, in Jacobs, Strange Maps

GDP of African states explained through international analogs



Counties voting 65%+ for Clinton over Obama

Source:

65% vs plurality: The cutoff for coding a region matters

Data from 2008 primaries, but before WV & KY. Map suggests a model & forecast



2008 Dem Primary: Winner by County

Source: Wikipedia, “Results of the 2008 Democratic Party presidential primaries”



2008 General: Southern Voting

Source: Allen Gathman, cstl-csm.semo.edu/gathman/cottonvote.htm



1860 Cotton Production

Source: Allen Gathman, cstl-csm.semo.edu/gathman/cottonvote.htm



1860 Cotton Production vs. 2008 Presidential Vote

Source: strangemaps.wordpress.com



1990 Black Population & 2004 Population Density

Source: Allen Gathman, cstl-csm.semo.edu/gathman/cottonvote.htm

Maps hide models

The right model:

Geography → cotton regions → slaves → black voters → Democratic strongholds

Nothing actually surprising here



2008 in a Map: Appalachia & Cotton Regions

Source: New York Times



Map as reference

Most of the time, maps are a tool for look-up, not gestalt evalutation

Interactivity helps with lookup, and can establish a sense of scale & context

[Ben Fry zip code]

http://benfry.com/zipdecode/

We’ll talk more about interactive graphics as the course progresses,
but here’s a great example published this week on segregation

[Tomas Monarrez segregation maps]

https://www.vox.com/2018/1/8/16822374/school-segregation-gerrymander-map

A seminal interactive map

[NYT interactive map of the US Census]

http://projects.nytimes.com/census/2010/map



An iconic map: 2004 Red-blue America



Richer version: County level



Map → data: cartograms

As a political scientist, I look at these maps and see an urban-rural split.

I know not to infer overall electoral support from areas on this map

Many people, though, saw Republican dominance

How do we make this a useful tool for assessing electorate size?

Cartograms distort geography to match some variable (e.g., population)
while retaining it’s distinctive shape

Successful cartograms exist in the eye of the beholder:
do you see the old map and the variable, or just one?

An old artistic technique, now easy to generate: diffusion cartograms
(see Gastner & Newman, 2004 Proc Nat Acad Sci, 101:20, 7499-7504,
and http://www-personal.umich.edu/~mejn/election/)



State-level population cartogram



County-level population cartogram



Red-blue population cartogram

Now we see an even mix of Rs & Ds.
(Dense islands of the latter in a thin ocean of the former)

Criticism: map still paints areas in binary fashion

Most counties are internal divided (e.g., 55-45 Dem split)

A color scale helps

But the scaling itself is arbitrary

This map shows the same data as the last, but “looks” very different



Linear Red-purple-blue population cartogram



Categorical Red-purple-blue population cartogram



Cartograms don’t always reflect population

locations loom larger in our mental map of the nation than
others, at least as presented by the major media. We can turn this
qualitative idea of a mental map into a real map by using our
cartogram method.

We have taken �72,000 newswire stories from November 1994
to April 1998 (15), and extracted from each the ‘‘dateline,’’ a line
at the head of the story that gives the date and the location that
is the main focus of the story. Binning these locations by state,
we then produce a map in which the sizes of the U.S. states are
proportional to the number of stories concerning that state over
the time interval in question. The result is shown in Fig. 5.

The stories are highly unevenly distributed. New York City
alone contributes 20,000 stories to the corpus, largely because of
the preponderance of stories about the financial markets, and

Washington, DC, contributes another 10,000, largely political
stories. We chose to bin by state to avoid large distortions around
the cities that are the focus of most news stories. We made one
exception, however; because New York City had far more hits
than any other location, including the rest of the state of New
York (which had �1,000), we split New York State into two
regions, one for the greater New York City area and one for the
rest of the state.

The cartogram is a dramatic depiction of the distribution of
U.S. news stories. The map is highly distorted because the
patterns of reporting show such extreme variation. Washington,
DC, for instance, which normally would be virtually invisible on
a map of this scale, becomes the second largest ‘‘state’’ in the
union. (The District of Columbia is not technically a state.)
People frequently overestimate the size of the northeastern part
of the United States by comparison with the middle and western
states, and this map may give us a clue as to why. Perhaps
people’s mental image of the United States is not really an
inaccurate one; it is simply based on things other than geograph-
ical area, such as the news.

Numerous other possible applications of cartograms come
readily to mind, such as visualizations of gross regional products,
energy consumption, crime rates, and so forth. Diffusion carto-
grams might also have applications outside geography. One possi-
bility is the creation of a homunculus, a representation of the human
body in which each bodily part is scaled in proportion to the size of
the brain region devoted to it (16). Such representations are usually
constructed as 2D plots, but there is no reason in theory why one
could not create a fully 3D homunculus; the diffusion process is
easily generalized to any number of dimensions.

Conclusions
In this article we have presented a general method for construct-
ing density-equalizing projections or cartograms, which provide
an invaluable tool for the presentation and analysis of geographic
data. Our method is simpler than many earlier methods, allowing
for rapid calculations, while generating accurate and readable
maps. The method allows its users to choose their own balance
between good density equalization and low distortion of map
regions, making it f lexible enough for a wide variety of appli-
cations. We have presented several examples of the use of our
cartograms in the representation of human data, including
election results and incidence data for cancer.

Implementation in GIS software packages should be straight-
forward, and we hope that in this or other forms it will prove a
valuable tool for researchers in a wide variety of disciplines.

We thank the staff of the Numeric and Spatial Data Services, University
of Michigan, for their help with the geographic data, and Dragomir
Radev for useful discussions about the geographic distribution of news
messages. This work was funded in part by National Science Foundation
Grant DMS-0234188 and by the James S. McDonnell Foundation.
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Fig. 5. The distribution of news stories by state in the United States. (a)
Albers conic projection. (b) Cartogram in which the sizes of states are propor-
tional to the frequency of their appearance in news stories. States are the same
shades in a and b.

7504 � www.pnas.org�cgi�doi�10.1073�pnas.0400280101 Gastner and Newman



And some think cartograms aren’t the best solution. . .

Randall Monroe http://xkcd.com/1939



Map as analytical tool

briefest appraisal immediately reveals that the Republicans
dominate much more than a half of the country. This finding,
however, is misleading, because the population of the United
States is highly nonuniform, as shown in Fig. 3 a and b. Much of
the Republicans’ dominance comes from their success in the
large but relatively unpopulated states in the center of the map,
whereas the Democrats carry the more populous areas in the
northeast and on the west coast. Clearly then, a simple map is a
poor visual representation of the election results, in the sense
that it is hard to tell which party got more votes by looking at the
map.

A better representation is given by Fig. 3d, in which the same
data are shown on a population cartogram constructed with the
methods described in this article. This cartogram is based on the
density function of Fig. 3a, which incorporates a moderately
broad Gaussian blur, as described above, yielding a map whose
features are distorted relatively little on short scales; the indi-
vidual states are still easily recognizable while being scaled close
to the size appropriate to their populations. To a good approx-
imation the amounts of red and blue in the figure now corre-
spond to the true balance of the popular vote, and, as is clear to
the eye, this vote was very close between the two parties, in fact
being won not by the Republican candidate but by the Democrat.
In Fig. 3e, we show a further cartogram constructed with the
population density of Fig. 3b, which is less heavily coarse-
grained, resulting in a map that more perfectly represents states’
populations, but that also has more distortion on short length
scales, making some regions hard to recognize. For example, the
small but densely populated Long Island now expands (quite
correctly) to a size greater than the entire state of Wyoming. The
user concerned both with readability and accurate portrayal of
the data would probably choose a map similar to Fig. 3d in this
case.

Ultimately, the presidency is decided not by the popular vote,
but by the electoral college. Under the U.S. system, each state
contributes a certain number of electors to the electoral college,
who vote according to the majority in their state. The candidate
receiving a majority of the votes in the electoral college wins the
election. The appropriate visualization for a vote of this kind is
one in which the sizes of the states are scaled in proportion to
their numbers of electors. This then is an example in which a
coarse-graining according to political boundaries (state bound-
aries in this case) makes good sense. We show a cartogram
calculated in this way in Fig. 3f. The allocation of electors to
states roughly follows population levels, but contains a deliberate
bias in favor of less populous states, and as a result some of these
states appear larger in Fig. 3f than in 3e; Wyoming, Montana, and
the Dakotas are good examples. Since most such states are
majority Republican, we can now understand how the Repub-

lican candidate came to win the election despite losing the
popular vote.

For our second example, we look at a case in which a very fine
level of coarse-graining is needed to understand the data fully.
We study the distribution of cases of lung cancer among the male
population in the state of New York. [A similar study using a
different technique and for a smaller area was carried out by
Merrill (14).] In Fig. 4a we show a scatter plot of lung cancer
cases between 1993 and 1997. This map is of precisely the kind
discussed in the introduction; it shows clearly how many cases
exist and that they are geographically concentrated in the areas
that have high populations. However, it is impossible to tell
whether a statistically higher per capita incidence of lung cancer
occurs in one area or another, because any such variation is
masked by the highly nonuniform population density.

In Fig. 4b, we show the same data on a population cartogram
with moderate coarse-graining of the initial population density.
Although the map is visibly distorted, little difference is visible
in the distribution of cancer cases. In Fig. 4c, on the other hand,
we use a very fine-grained population density, creating a carto-
gram with better population equalization and significantly
greater distortion. Now, the virtue of this representation be-
comes strikingly clear. As the figure shows, when we use a
projection that truly equalizes the population density over the
map, there is no longer any significant variation in the distribu-
tion of cases over the state; the dots have about the same density
everywhere. The shape of the map in Fig. 4c does not much
resemble the shape of the original any more, but this is the price
we pay for equalizing the population almost perfectly.

Our method of generating cartograms is fast, an important
consideration for interactive use. As discussed above, the bulk of
the work involved in creating the maps is in the Fourier
transforms, which can be computed rapidly by using fast Fourier
transforms. Fig. 4c, for example, was produced in 	100 s on a
standard desktop computer, including the time to read in the
census data, perform the Gaussian blur, solve the diffusion
equation, and plot the figure. Previous techniques are either
significantly slower [Kocmoud (7) reports 16 h for a U.S. state
cartogram using his constraint-based approach] or are obliged to
use simplified maps to reduce the computational load.

The cartograms shown so far have all been based, more or less,
on human population density, which is certainly the most
common type of cartogram. Other types, however, are also
possible and for our third example we study one such. Anyone
who reads or watches the news in the United States (and similar
observations probably apply in other countries as well) will have
noticed that the geographical distribution of news stories is not
uniform. Even allowing for population, a few cities, notably New
York and Washington, DC, get a surprisingly large fraction of
the attention, whereas other places get little. Apparently, some

Fig. 4. Lung cancer cases among males in the state of New York, 1993–1997. Each dot represents 10 cases, randomly placed within the zip-code area of
occurrence. (a) The original map. (b) Cartogram with a coarse-grained population density with 	 � 0.3°. (c) Cartogram with a much finer-grained population
density with 	 � 0.04°. (Data are from the New York State Department of Health.)

Gastner and Newman PNAS � May 18, 2004 � vol. 101 � no. 20 � 7503
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Disease clusters. Is (lung) cancer in New York state clustered?



Map as analytical tool

briefest appraisal immediately reveals that the Republicans
dominate much more than a half of the country. This finding,
however, is misleading, because the population of the United
States is highly nonuniform, as shown in Fig. 3 a and b. Much of
the Republicans’ dominance comes from their success in the
large but relatively unpopulated states in the center of the map,
whereas the Democrats carry the more populous areas in the
northeast and on the west coast. Clearly then, a simple map is a
poor visual representation of the election results, in the sense
that it is hard to tell which party got more votes by looking at the
map.

A better representation is given by Fig. 3d, in which the same
data are shown on a population cartogram constructed with the
methods described in this article. This cartogram is based on the
density function of Fig. 3a, which incorporates a moderately
broad Gaussian blur, as described above, yielding a map whose
features are distorted relatively little on short scales; the indi-
vidual states are still easily recognizable while being scaled close
to the size appropriate to their populations. To a good approx-
imation the amounts of red and blue in the figure now corre-
spond to the true balance of the popular vote, and, as is clear to
the eye, this vote was very close between the two parties, in fact
being won not by the Republican candidate but by the Democrat.
In Fig. 3e, we show a further cartogram constructed with the
population density of Fig. 3b, which is less heavily coarse-
grained, resulting in a map that more perfectly represents states’
populations, but that also has more distortion on short length
scales, making some regions hard to recognize. For example, the
small but densely populated Long Island now expands (quite
correctly) to a size greater than the entire state of Wyoming. The
user concerned both with readability and accurate portrayal of
the data would probably choose a map similar to Fig. 3d in this
case.

Ultimately, the presidency is decided not by the popular vote,
but by the electoral college. Under the U.S. system, each state
contributes a certain number of electors to the electoral college,
who vote according to the majority in their state. The candidate
receiving a majority of the votes in the electoral college wins the
election. The appropriate visualization for a vote of this kind is
one in which the sizes of the states are scaled in proportion to
their numbers of electors. This then is an example in which a
coarse-graining according to political boundaries (state bound-
aries in this case) makes good sense. We show a cartogram
calculated in this way in Fig. 3f. The allocation of electors to
states roughly follows population levels, but contains a deliberate
bias in favor of less populous states, and as a result some of these
states appear larger in Fig. 3f than in 3e; Wyoming, Montana, and
the Dakotas are good examples. Since most such states are
majority Republican, we can now understand how the Repub-

lican candidate came to win the election despite losing the
popular vote.

For our second example, we look at a case in which a very fine
level of coarse-graining is needed to understand the data fully.
We study the distribution of cases of lung cancer among the male
population in the state of New York. [A similar study using a
different technique and for a smaller area was carried out by
Merrill (14).] In Fig. 4a we show a scatter plot of lung cancer
cases between 1993 and 1997. This map is of precisely the kind
discussed in the introduction; it shows clearly how many cases
exist and that they are geographically concentrated in the areas
that have high populations. However, it is impossible to tell
whether a statistically higher per capita incidence of lung cancer
occurs in one area or another, because any such variation is
masked by the highly nonuniform population density.

In Fig. 4b, we show the same data on a population cartogram
with moderate coarse-graining of the initial population density.
Although the map is visibly distorted, little difference is visible
in the distribution of cancer cases. In Fig. 4c, on the other hand,
we use a very fine-grained population density, creating a carto-
gram with better population equalization and significantly
greater distortion. Now, the virtue of this representation be-
comes strikingly clear. As the figure shows, when we use a
projection that truly equalizes the population density over the
map, there is no longer any significant variation in the distribu-
tion of cases over the state; the dots have about the same density
everywhere. The shape of the map in Fig. 4c does not much
resemble the shape of the original any more, but this is the price
we pay for equalizing the population almost perfectly.

Our method of generating cartograms is fast, an important
consideration for interactive use. As discussed above, the bulk of
the work involved in creating the maps is in the Fourier
transforms, which can be computed rapidly by using fast Fourier
transforms. Fig. 4c, for example, was produced in 	100 s on a
standard desktop computer, including the time to read in the
census data, perform the Gaussian blur, solve the diffusion
equation, and plot the figure. Previous techniques are either
significantly slower [Kocmoud (7) reports 16 h for a U.S. state
cartogram using his constraint-based approach] or are obliged to
use simplified maps to reduce the computational load.

The cartograms shown so far have all been based, more or less,
on human population density, which is certainly the most
common type of cartogram. Other types, however, are also
possible and for our third example we study one such. Anyone
who reads or watches the news in the United States (and similar
observations probably apply in other countries as well) will have
noticed that the geographical distribution of news stories is not
uniform. Even allowing for population, a few cities, notably New
York and Washington, DC, get a surprisingly large fraction of
the attention, whereas other places get little. Apparently, some

Fig. 4. Lung cancer cases among males in the state of New York, 1993–1997. Each dot represents 10 cases, randomly placed within the zip-code area of
occurrence. (a) The original map. (b) Cartogram with a coarse-grained population density with 	 � 0.3°. (c) Cartogram with a much finer-grained population
density with 	 � 0.04°. (Data are from the New York State Department of Health.)

Gastner and Newman PNAS � May 18, 2004 � vol. 101 � no. 20 � 7503
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Or is this an artifact of population clustering?



Maps of data

Treemaps have ambiguous cartography

Just show data in a useful spatial grouping

Treemap of market status
http://www.smartmoney.com/marketmap

Treemap of news stories
http://www.marumushi.com/apps/newsmap/newsmap.cfm

Treemap of average color of webpages containing English nouns
http://loop.aiga.org/resources/loop/loop9/colorproject





newsmap http://www.marumushi.com/apps/newsmap/newsmap.cfm

1 of 1 1/6/2006 4:32 PM



Viewing Color Code: A Color Portrait of the English Language http://loop.aiga.org/resources/loop/loop9/colorproject/colorcode.html

1 of 1 1/9/2006 9:56 PM

COLOR CODE:   Home | FAQ | Image gallery | Contact 



Treemaps an effective tool?

Do these displays work? Or are they just toys?

• Detailed lookup is hard

• What is the clustering based on?

Would Tufte like these plots?



Treemaps an effective tool?

Do these displays work? Or are they just toys?

• Detailed lookup is hard

• What is the clustering based on?

Would Tufte like these plots? Probably not

Wasted dimension; arbitrary arrangement; unclear what space actually means

Fun for data exploration, though.

But they can be used to make an argument, as well,
by varying the underlying space



Maps as an analytical tool

Market peak . . . Sectoral composition of the Wilshire 5000 on March 24, 2000
(record high). Source: New York Times.



Maps as an analytical tool

. . . and collapse. Sectoral composition of the Wilshire 5000 on July 18, 2002.
Source: New York Times.





The Epidemic Scorecard

(Source: Howard Markel & Stephan Doyle, “The Epidemic Scorecard,” New York
Times, April 30, 2003.)

A good idea, horribly executed

Massive lie factor: compare the area of rectangles for AIDS and TB

Or SARS and anything: SARS still far too big
(My first reaction: “Wow! SARS causes ∼ 10% as many deaths as AIDS!”)




