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β̂1= 1.03 (se = 0.14)

Suppose the population relationship between x and y is y = x+ ε, ε ∼ N (0, 1)

If we randomly sample 50 cases, we recover β̂1 close to the true value of 1
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Sampling only y < ȳ

β̂1= 1.03 (se = 0.14)

Suppose we have sample selection bias: we can only collect cases with low y

What happens if we run a regression on the orange dots only?
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β̂1= 1.03 (se = 0.14) β̂1= 0.48 (se = 0.16)

This pattern of missingness biased our result biased towards 0,
whether we selected cases intentionally or had them selected for us by accident

Why? Selecting on y truncates the variation in outcomes, but not in covariates
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β̂1= 1.03 (se = 0.14) β̂1= 0.48 (se = 0.16)

If I call this sample selection bias or compositional bias,
all would agree I have a serious problem
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β̂1= 1.03 (se = 0.14) β̂1= 0.48 (se = 0.16)

If I call this sample selection bias or compositional bias,
all would agree I have a serious problem

If I say “I had some missing data, so I listwise deleted,” would you object as strongly?



Agenda

Why listwise deletion can be harmful

Why crude methods of imputation are no cure

A generic approach to multiple imputation

When multiple imputation is most needed

Multiple imputation for panel data



Sources

The methods and ideas emphasized here come from:

Gary King et al (2001) “Analyzing Incomplete Political Science Data: An Alternative
Algorithm for Multiple Imputation”, American Political Science Review

James Honaker and Gary King (2010) “What to Do about Missing Values in
Time-Series Cross-Section Data”, American Journal of Political Science

Stef van Buuren and Karin Groothuis-Oudshoorn (2011) “mice: Multivariate
Imputation by Chained Equations in R.” Journal of Statistical Software

while the classic source on missing data imputation is

Roderick Little and Donald Rubin (2002), Statistical Analysis with Missing Data,
2nd Ed., Wiley.

From a certain point of view, all inference problems are missing data problems;
we could just treat unknown parameters as “missing data”

For today, we will just consider missingness in the data itself



A Monte Carlo experiment

yi = −1xi + 1zi + εi

[
xi
zi

]
∼Multivariate Normal

([
0
0

]
,

[
1 −0.5
−0.5 1

])

ε ∼ Normal(0, 4)

We will create some data using this model, then delete some of it,
and compare the effectiveness of different methods of coping with missing data

In our data, y and zi are always observed, but xi is sometimes missing

In our setup, we allow this to happen 3 different ways. . .



A Monte Carlo experiment

yi = −1xi + 1zi + εi

[
xi
zi

]
∼Multivariate Normal

([
0
0

]
,

[
1 −0.5
−0.5 1

])

ε ∼ Normal(0, 4)

Missing at random given zi: Probability of missingness a function of quantile of zi:
60% at min zi, 30% at 25th percentile of zi, 0% at median and above

Missing at random given yi: Probability of missingness a function of quantile of yi:
60% at min yi, 30% at 25th percentile of yi, 0% at median and above

Missing completely at random: In addition to the above conditional missingness,
20% of the time, xi is missing regardless of the values of zi and yi



A Monte Carlo experiment

yi = −1xi + 1zi + εi

[
xi
zi

]
∼Multivariate Normal

([
0
0

]
,

[
1 −0.5
−0.5 1

])

ε ∼ Normal(0, 4)

Net effect of three patterns of missingness: xi missing about 60% of the time

In our experiments, we will simulate 200 observations:

about 120 will be missing, and about 80 will be full observed

Exact number of missing cases will vary randomly from dataset to dataset



A Monte Carlo experiment

Democracyi = −1× Inequalityi + 1×GDPi + εi

[
Inequalityi

GDPi

]
∼Multivariate Normal

([
0
0

]
,

[
1 −0.5
−0.5 1

])

ε ∼ Normal(0, 4)

It may help to imagine some context, but remember this example is fictive:

Imagine democracy is hampered by inequality and aided by development,

Inequality tends to be lower in developed countries,

Poorer countries & non-democracies less likely to collect/publish inequality data,

And sometimes even rich democracies fail to collect such complex data



I will generate many datasets from this true model

as part of the Monte Carlo experiement

But to illustrate how data goes missing and get imputed,

I’ll show what happens to the first 6 cases of the first Monte Carlo dataset

First, let’s establish a baseline:

what we would find if we could use the full dataset. . .
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Above shows the first differences we’d get if we fully observed our 200 cases

Our goal henceforth is to reproduce these effects & 95% CIs as closely as possible
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For all first difference plots, I’ve actually averaged results after
running the whole experiment (creating a dataset, then estimating the model) 1000×

This eliminates Monte Carlo error
to shows us what will happen on average for each missing data strategy
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To make the example easier to follow,
I’ve replaced x, y, and z with our fictive variable names

Of course, we don’t have any real evidence on this hypothetical research question;
all the data are made up



Costs of listwise deletion

Our dataset contains 3 variables and 200 cases

But for about 120 of our cases, a single variable has a missing value

This means that only 120/(3× 200) = 20% of our cells are missing

But listwise deletion will remove 60% of our cases,
increasing standard errors considerably

We’ve thrown away 240 cells containing actual data – half the observed cells

Imagine collecting your dataset by hand, then tossing half of it the trash

But this isn’t just wasted data collection effort:

listwise deletion is statistically inefficient

and often creates statistical bias
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Listwise deletion Listwise deletion

In our hypothetical example, listwise deletion is biased:
the relationship between Democracy & Inequality is attenuated

It’s also inefficient: CIs are wider than they should be,
so we might fail to detect significant relationships because of missingness
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Listwise deletion Listwise deletion

Why did we listwise delete?

Why not drop Inequality from the model instead?
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Omit covariate Omit covariate

Omitted!

Even if we didn’t care about estimating the relationship between Inequality and GDP,
we still need it in the model

Including Inequality is necessary to get unbiased estimates of the effect of GDP,
because it is correleted with both Inequality & Democracy



Crude imputation methods don’t help

Listwise deletion just trades one problem – omitted variable bias –
for another – inefficiency and possible bias from sample selection

The latter occurs, as in the introductory example, when the missingness of a
covariate is correlated with the value of the outcome

If both approaches are statistically flawed, what about filling in the missing data?



Crude imputation methods don’t help

Listwise deletion just trades one problem – omitted variable bias –
for another – inefficiency and possible bias from sample selection

The latter occurs, as in the introductory example, when the missingness of a
covariate is correlated with the value of the outcome

If both approaches are statistically flawed, what about filling in the missing data?

This approach called imputation, and there are obvious crude methods:

Mean imputation Fill in missing xi’s with unconditional expected values, x̄i

Single imputation Fill in missing xi’s with conditional expected values, E(xi|yi, zi)

Neither crude approach works

Both are worse than listwise deletion most of the time




