Landform boundary effects on Holocene forager landscape use in arid South Australia
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\textbf{A B S T R A C T}

Landscapes throughout any region vary in the resources they contain. We investigate how Holocene forager populations adapted to this variation in a linear sand dune desert of arid South Australia. We use data from surface scatters of stone artefacts collected during pedestrian survey to compare behaviours at landform boundaries to behaviours at the centers of landforms. We propose a model of human use of the landscape that predicts the prehistoric occupants of the study were sensitive to the different economic potential of subtly dissimilar landscapes. In evaluating the model we find that there are different densities of archaeological sites in each landscape type. We also find indications of a boundary effect resulting from people having used marginal areas of each landscape type in response to the resource characteristics of adjoining landforms. In addition, we make some observations on our field data collection methods, identifying the general conditions where mobile GIS may be optimally efficient for archaeological survey.

1. Introduction

A key step in understanding past human use of landscapes is investigating how people adapted their behaviours to the environmental variations they encountered. When analysing the residues of these behaviours, archaeologists often depend on comparing modal attributes of archaeological sites between discrete patches of landscapes (e.g. Barton, 2003). Variations in human behaviour at landscape boundaries are more challenging to investigate, despite their importance in understanding sensitivity to landscape differences. Previous work on past human behaviours at ecological interfaces has focused on regions of highly contrasting biomes. For example, Epp (1985) found that archaeological sites were more concentrated in an ecotone (i.e. ecological transition area) where plains grasslands meet the boreal forest in Saskatchewan, compared to within those biomes. Epp’s work is typical of much early archaeological work on ecotones, with claims that ecological transition areas contain higher populations and diversities of flora and fauna (Struver, 1968; Glassow and Leone, 1972). This increased variety and density of plants and animals, often described as an ‘edge effect’, has been a focus of archaeological research. For example, it was claimed by Harris et al. (1969) to be a causal factor in the emergence of agriculture. This edge effect was also extended to human culture, with Gumerman and Johnson (1971) arguing for increased human cultural diversity in ecotonal zones of central Arizona. In Australia edge effects in landscape resources and their exploitation have also been discussed. For instance, Hughes and Hiscock (1982) noted apparent edge effects in the concentration of stone artefact scatters along landscape boundaries in arid northern South Australia.

These uses of the ecotone and edge effect concepts declined in the archaeological literature after several critiques pointed out that archaeologists had been overly simplistic in their use of many ecological concepts (Rhoades, 1978; Hardesty, 1980; King and Graham, 1981). Problems with these previous approaches include ignoring controversies among biologists about the definition of ecotones, unjustified assumptions about the uniformity of all ecotones, and unverified assumptions about edge effects always increasing the amount of food species available to humans. Alternative approaches to investigating landform boundary effects can be found in the work of Kimes et al. (1982), who used distribution of artefacts to see how culture group areas related to landform boundaries. However, much recent work on archaeological settlement patterns of hunter-gatherers has eschewed boundaries in favor of analyzing straight line distances from key resources such as raw materials for stone artefacts, as these can be easier to measure and interpret than landscape boundaries (Daniel, 2001;
Here we pursue a new approach to understanding boundaries by focusing on subtle variations in landscape characteristics within a biome, rather than between them. By focusing on continuous variation, rather than step-wise shifts in the archaeological record across ecological interfaces, we introduce a new approach to studying behaviours of prehistoric forager groups at interface zones.

In this study we use the results from a sample of hand-held GIS-enabled archaeological site recordings to ask if it is possible to observe gradients of change in archaeological materials over distance to understand forager choices of the optimum locations for their activities in respect to environmental boundaries. We predict that prehistoric foragers were sensitive to subtle differences in resource structure as gradients across landscape boundaries. This approach may be contrasted with concepts of linear boundaries with step-wise shifts in habitability. The step-wise approaches are useful because they make comparative landscape analysis more tractable in many contexts and at different scales. For example, the spatial scales of much previous work on prehistoric arid zone foragers has ranged from continental (Williams et al., 2013; Bird et al., 2016) to ecological regions (Holdaway et al., 2013). In this paper, we introduce a novel focus on human behaviour in the arid zone: the interface between two types of subtly different landscapes. We show that prehistoric forager groups’ decisions about how they occupied the study area were sensitive to subtle differences in local landscape characteristics.

Our work is motivated by previous archaeological work on cultural landscapes of foragers in Australian arid and semi-arid zones that emphasizes the relationship between settlement organization and both exploitable resources and prominent landscape features such as dunes, occurrences of flakeable rocks, pans, springs and salt lakes (Hughes and Hiscock, 1982; Veth, 1993; Napton and Greathouse, 1996; Holdaway, 1998; Barton, 2003; Smith, 2006; Fanning et al., 2008; Smith et al., 2008; Veth et al., 2008; Williams et al., 2013; Davies et al., 2015; Gould and Soggers, 1985). The archaeological signature of landuse on these landscapes has typically been the distribution and composition of surface stone artefact scatters, which are by far the most abundant type of site. Sites in these landscapes are typically small, dense and discrete concentrations of stone artefacts that represent temporary, short-term activity areas.

Our study area in the Roxby dunefield in northern South Australia (Fig. 1), offers a unique opportunity to study landscape interfaces for two key reasons. First, in our study area these interfaces are relatively well-defined by landform attributes, such as the surface geology (Table 1) and physical features such as the presence of water bodies or the spacing between sand dune ridges (Table 2). Although variations in dune spacing are clearly visible, the relative importance of the contributing factors remains poorly understood. Previous work has demonstrated that available sediment, sand grain sizes, wind regimes and consequent sand transport rates and directions, substrate and local topography are all factors in determining dune spacing (Lancaster, 1988; Wasson and Hyde, 1983; Wasson et al., 1988). The interfaces in our study area can be recognized as linear boundaries, often following the ridges or swales of the sand dunes and boundaries other physical features, making them convenient for spatial analysis of archaeological features (Figs. 2–4). With clear landscape unit boundaries, our study area is well-placed to explore relationships between archaeological attributes and distances from these boundaries.

The second reason why our data are uniquely suited to investigating landscape boundary effects is that we have a large number of sites spread across several landscape types. The relatively high density of sites provides an opportunity to investigate fine-grained gradients of archaeological change over multiple landscapes and their interfaces. More specifically, we can test whether a boundary effect exists at the edge of landscape units by examining how the size and density of surface clusters of stone artefacts changes with their distance from the boundaries.

2. The Roxby dunefield and investigation of its archaeology

The Roxby dunefield is in the driest part of the Australian arid zone (Fig. 1). Archaeological material is found across the broader region and partly reflects the long period of human occupation, the wide range of locally available resources and the extremely low rates of sediment movement that might otherwise obscure surface artefacts. Optically stimulated luminescence (OSL) dating of sediments underlying buried artefacts in several sites demonstrate episodic human use of the area from the late Pleistocene deglacial period (from around 19 ka, Hughes et al., 2014b; Sullivan et al., 2012; Sullivan et al., 2014b). No organic materials have been found at any of the open sites or in the excavated deposits. Distinctive implement forms such as backed artefacts, unifacial points and tula adzes at many sites in the study area indicate a mid to late Holocene age for the main period of land use and for most of the surface artefact clusters recorded during the survey (Hughes and Hiscock, 2005). A study of 78 OSL ages from geological contexts in the study area has shown that the mid to late Holocene period was a time of broad-scale dune stability (Hughes et al., 2014b). This means that site preservation and visibility is not strongly controlled by dune movement during that period. In 2013 we returned to sites that had been recorded 25 years earlier and found them to be in the same state as originally recorded, indicating that site visibility has changed little over 25 years.

The Roxby dunefield has been the target of mineral exploration and mining since the 1980s. The extensive records of archaeological sites near the Olympic Dam mine site in the dunefield have been created during research-orientated consultancy work related to this exploration and mining activity. In 1980 Hughes, Hiscock and colleagues commenced a range of archaeological investigations for the then-proposed mining project. They used terrain patterns based on combining categories of different landforms and surface geology (Fig. 5) to develop an environmentally-based model to predict the nature and distribution of archaeological sites (Hughes and Hiscock, 1982). The landscape consists of ancient stony plateau (or tableland) surfaces partly overlain by fields of longitudinal east-west dunes. Many of the interdune corridors (or swales) and extensive flat to gently sloping plateau surfaces without dunes are covered by a lag of gravels and cobbles referred to as gubber. Water sources include ephemeral small lakes, claypans and canegrass-vegetated swamps which are subject to high evaporation rates, with no free water available for most of the year. In this region vegetation patterns were also determined by the presence or absence of sand, gubber surfaces and water bodies (Badman, 1999). This means that there are long-term relationships between the landscape units employed in the analysis of Hughes and Hiscock (1982), and plant and animal resources exploited by forager communities in the past.
Hughes and Hiscock's archaeological model has been described in detail in previous publications (Hughes et al., 2011; Hughes and Hiscock, 1982). In brief, the model details how the location and character of archaeological sites are influenced by proximity to fresh water, sand on which to camp, and locally available raw materials for flaking stone artefacts. The model results in a series of predictions about the archaeological record expected for each of six landform types (Table 2) and five geological regimes (Table 1). These predictions specify the frequency of sites and the density and diversity of artefacts which were produced for each major landscape unit.

These descriptions were initially tested in the 1980s and 1990s by archaeological surveys of the mining area and infrastructure corridors. The predictive model was based on records from an initial 133 sites and by 2007 additional testing and surveys of water and power supply corridors had resulted in a database totaling 820 archaeological sites (Hiscock and Hughes, 1983; Hiscock, 1989). In 2007 a proposed expansion of the existing mine triggered the need for an intensive archaeological survey of the mining area and infrastructure corridors. The predictive model was based on records from an initial 133 sites and by 2007 additional testing and surveys of water and power supply corridors had resulted in a database totaling 820 archaeological sites (Hiscock and Hughes, 1983; Hiscock, 1989). In 2007 a proposed expansion of the existing mine triggered the need for an intensive archaeological survey of the mining area and infrastructure corridors.

3. Methods and Materials

Between 2007 and 2009 teams of archaeologists and trainees from local Aboriginal groups walking across the entire area recorded >17,000 archaeological sites (Sullivan et al., 2014a). In this study we draw on a sample of 10,615 sites from a 353 km² area within the Roxby dunefield (Fig. 6). The sites consist of stone artefact clusters (85.3%), artefact clusters with knapping floors (7.6%), knapping floors (4.8%) and quarries (0.7%) (Hughes et al., 2011). Extended descriptions of site definitions and survey methods have previously been presented in Hughes et al. (2011) and Sullivan et al. (2014a).

To collect field data, we used a mobile geographic information system (GIS) on handheld computers to record background environmental, cadastral, and archaeological information. Our equipment was similar to what is commonly used during field survey (McPherron and Dibble, 2003; Bevan and Conolly, 2004; Tripcevich, 2004a, 2004b; Given and Hyla, 2006; Wagtendonk and De Jeu, 2007; de la Vega and Agulla, 2010; Tripcevich and Wernke, 2010; Fei, 2011; Scianna and Villa, 2011, Traviglia, 2011, Fee et al., 2013, Newhard et al., 2013; Cascalheira et al., 2014; Banning and Hitchings, 2015). Our mobile GIS configuration files, recording forms, and scripts are archived online at http://dx.doi.org/10.5281/zenodo.11833. A detailed description of our specific hardware, software, and justifications for our choices is presented in our SOM.

### Table 1

<table>
<thead>
<tr>
<th>Geological regime</th>
<th>Period</th>
<th>Description</th>
<th>Materials for artefact manufacture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czs</td>
<td>Cainozoic (Tertiary)</td>
<td>Silicified sandy beach ridges of an ancient lake to the west</td>
<td>Main source of silcrete</td>
</tr>
<tr>
<td>K</td>
<td>Cretaceous</td>
<td>Deeply weathered kaolinitic silstones, shales and sandstones (Bulldog Shale). Extensive deposits of ice-rafterd pebbles, cobbles, boulders, predominantly quartzite</td>
<td>Main source of quartzite. Some ice-rafterd chert and quartz. Some silcrete from silicified weathered sediments</td>
</tr>
<tr>
<td>A</td>
<td>Cambrian</td>
<td>Anamooka Limestone</td>
<td>Flagggy quartzite less suitable for flaking but source for grinding stones and heartshelves</td>
</tr>
<tr>
<td>P</td>
<td>Precambrian</td>
<td>Simmens Member of the Arcoona Quartzite</td>
<td>No materials exposed</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Landform type</th>
<th>Archaeological prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 2. Flat to gently undulating dissected tableland/plateau surfaces with occasional low hills</td>
<td>Sites occur infrequently and then are mainly quarries and knapping floors where locally available materials have been exploited. Quarries commonly very large (&gt; 1,000 m²) with high density artefact clusters (1–10 m²). Where isolated dunes occur they generally contain rich, diverse artefact clusters</td>
</tr>
<tr>
<td>3. Broad drainage depressions surrounding large claypans</td>
<td>Sites occur infrequently, mainly on sand dunes around the margins of large moisture-holding depressions. Sites very large with very high artefact densities (&gt; 10 m²). High diversity of stone materials and implement types. These characteristics indicate the drainage depressions and associated dunes were focal points for occupation and a range of domestic activities.</td>
</tr>
<tr>
<td>4. Plateau surfaces with widely spaced east-west trending sand dunes covering &lt; 30% of the landscape; numerous large claypans in the swales</td>
<td>Sites are medium to large (10–1,000 m²) with medium to high artefact densities (0.1–10/ m²) and a range of implement types. Artefacts on a low to medium diversity of stone materials. Most sites are artefact clusters on dunes concentrated around pans. In terrain patterns formed on K, A and P site frequencies low to medium. On Czs, where silcrete cots out most frequently, there are quarries and associated knapping floors and site frequency is very high. Compared with landform types 1, 2 and 3, sites in landform type 4 are more evenly dispersed across the landscape. Artefact clusters occur more frequently, are richer and are more diverse on sand dunes adjacent to pans. Sites in dunes adjacent to quarries (especially silcrete) consist of knapping floors with low diversity of stone material. The richest sites are in dunes adjacent to areas where pans and silcrete quarries occur in close proximity.</td>
</tr>
<tr>
<td>5. Plateau surfaces with moderately-spaced dunes covering 30–60% of the landscape. Claypans are smaller and less common than in widely spaced dunes.</td>
<td>The nature and distribution of sites follow the same pattern as that for landform type 4 but sites occur less frequently and are less rich. This reflects the less common occurrence of pans and outcrops of raw material, due to the increased cover of sand. Sites occur very infrequently because of the almost continuous cover of sand, the absence of surface water and stone sources, and the practical difficulty in traversing these landscapes.</td>
</tr>
<tr>
<td>6. Plateau surfaces with closely-spaced dunes covering at least 80% of the landscape. Claypans are uncommon.</td>
<td></td>
</tr>
</tbody>
</table>
3.1. Investigating boundary effects

We investigated behaviours at landform boundaries by analysing the contrast between archaeological sites close to the boundary of a landform and the archaeology deeper within the landform. Our test of boundary effects focused on the archaeological evidence from resource-rich landform types/terrain patterns, such as Czs4, bordered by landscapes with lower resource levels, such as landform types 5 or 6. Because Czs4 and Czs5 dominate the 353 km² sample area and contain the majority of sites, the analyses focused on comparing these two terrain patterns.

We used two approaches (Fig. 7) to investigate the presence and character of boundary effects in the Roxby dunefield – a landscape consisting predominantly of longitudinal sand dunes and stony desert (gibber plains). In the first approach, we determined the straight-line distance from every site to the nearest boundary of the terrain pattern in which it was contained. By comparing the distributions of these distances and using statistical tests we can see if there are differences in the patterns of site proximity to landform boundaries. These data will allow us to test the prediction that sites tend to be closer to the edge of some landforms than other landforms.

In the second approach, we measured the density of sites per square kilometer at 100 m intervals, or buffer zones, inwards from the boundary of the terrain patterns Czs4 and Czs5, as the best represented terrain patterns. These data were used to test the prediction that site densities tend to be higher towards the center of Czs4, as a resource-rich landform, compared to Czs5, as a resource-poor landform. We created interior buffer polygons at 0–100 m, 101–200 m and 201–300 m from the boundary of the terrain patterns and the number of sites per square kilometer in each buffer was measured. The density of sites in each buffer zone was then divided by the average density for the entire terrain pattern to standardize the density value for the terrain pattern. Z-scores were calculated to put the differences in site density on a comparable scale between the two terrain patterns. Z-scores are a transformation of the data that show how many standard deviations the site density in each buffer polygon varies from the mean density ($z = 0$) of all the buffers in each terrain pattern. This second approach provided a way to minimize the effect of differences in the sizes of landscape units being compared. It does this by limiting analysis to an area 300 m from the boundary of the terrain pattern, thereby excluding sites in the middle of very large area terrain patterns.

3.2. Reproducibility and open source materials

To enable re-use of our materials and improve reproducibility and transparency according to the principles outlined in Marwick (2016), we include the entire R code used for all the analysis and visualizations contained in this paper in our SOM at http://dx.doi.org/10.17605/OSF.IO/RMKGE. Also in this version-controlled compendium are additional regression diagnostics. To respect the wishes of our stakeholders and
protect the site locations from potential damage we have not made our data openly available. In our SOM our code is released under the MIT license, and our figures as CC-BY, to enable maximum re-use (for more details, see Marwick, 2016).

4. Results

4.1. Efficiency of a mobile GIS compared to paper systems for field survey

Our survey activity in the Roxby dunefield region over multiple decades has provided us with an opportunity to collect longitudinal data on site recording methods. Here we briefly explore the question of whether our mobile GIS enabled faster site recording compared to when we used a paper-pen-GPS method (these methods are described in more detail in our SOM). Table 3 shows a summary of the productivity of archaeological survey before and after we implemented our mobile GIS. Although there are many possible metrics of productivity, one that was especially relevant for our project was the number of sites recorded per person per day. This metric is useful because it is easy to measure without burdening field workers with additional data-logging tasks. However, we need to take into account possible confounding factors, such as travel time to the day’s survey area, the size and density of the sites in the day’s survey area, skill and efficiency of the individual archaeologist and the sampling strategy.

Our pre-2007 data were collected by more experienced archaeologists than the 2007–2009 data, using a recording form with fewer variables than our mobile GIS recording forms, and the pre-2007 survey areas were all closer to the camp, with less travel time compared to the...
Further, the average site size for the pre-2007 data is less than the 2007–2009 data. These conditions should favor a higher rate of recording for the 2007–2009 data. Table 3 shows that prior to adopting the mobile GIS in 2007 we recorded 3.5 sites per person per day. With the mobile GIS our rate increased substantially to an average of 10.3 sites per person per day for 2007–2009.

While this is a noticeable difference, not all of this increase in the rate of recording can be attributed to the use of the mobile GIS. This is because the rate of recording is strongly predicted by the density of sites ($F(1, 2) = 53.621, R^2_{adj} = 0.946, p = 0.018$). To isolate the effect of site density on recording rate we computed a linear model for the 2007–2009 data, which resulted in a rate of site recording that can be predicted by the following model (standard errors in parentheses):

$$\text{rate} = 0.298 (0.006) \times \text{site density} + 0.043 (0.209).$$

This model gave a good fit ($R^2_{adj} = 0.999, p = 0.013$), and was then used to predict the site recording rate using a mobile GIS given the density of 19 sites/km$^2$ observed in the pre-2007 data. The resulting rate is 5.7 sites/person/day, which is what the model predicts if a mobile GIS had been used to record sites in an area with 19 sites/km$^2$. The difference of 2.2 sites/person/day between the actual pre-2007 average rate of 3.5 and the predicted average rate of 5.7 is most likely due to the use of mobile GIS. This represents a 63% increase in the site recording rate, although we caution that this may be an overestimate due to overfitting from the relatively small number of data points in our efficiency analysis.

### 4.2. Model validation

The data from the Roxby dune field allow a test of the predictions of the landuse model developed for the region in the early 1980s (Hughes et al., 2011). The first prediction tested here is that there was differential use of terrain pattern areas within dune fields. More specifically, we predicted that areas of widely-spaced longitudinal sand dunes were intensely occupied, compared with areas containing more closely-spaced dunes. This difference is anticipated because of the greater range and density of animal foods, stone for making artefacts, and water sources in places where dunes are more widely separated.

A wide variety of landforms and geological regimes was recorded, displayed in Fig. 8 as the percentage coverage of each terrain pattern. In total these areas contained about 10,615 archaeological sites. Most of
the study area consists of widely spaced dunes – landform type 4 (46.2%), moderately spaced dunes – landform type 5 (35.1%) and closely spaced dunes – landform type 6 (10.9%), mainly overlying Tertiary stony-plains (Czs4 and Czs5) but some overlying limestone (A) or quartzite surfaces (K and P). Other terrain patterns make up < 10% of the 353 km² study area (Fig. 8).

About 44% of all sites were recorded in these two terrain patterns (Czs4: 33.8%, Czs5: 10.7%) with no other terrain pattern having > 19% of all sites. When considered as homogeneous units, there are marked differences in the frequency of archaeological sites and the density of stone artefacts between these two terrain patterns. As predicted in Table 2, sites are more frequent in fields of widely spaced dunes (Czs4) with 40 sites/km² compared with more closely spaced dunes (Czs5) which have only 8 sites/km² (t(7.231) = 2.673, p-value = 0.031) (Fig. 9). Also as predicted by the original model the density of surface-visible stone artefacts was substantially higher in areas of widely spaced dunes (Czs4), at 35,789 artefacts/km², compared with closely spaced dunes Czs5 at 2702 artefacts/km².

4.3. Landscape boundary effects

Measurements of the distance from a site to the boundary of its containing terrain pattern could be strongly affected by the size and shape of the terrain pattern areas in our study area. For example, the minimum distance that any site could be from a boundary in a long, thin terrain pattern area would be much less than the minimum distance on a round or square pattern of the area. To ensure we can provide a meaningful comparison of boundary effects in the different terrain patterns, we tested to see if there were any significant differences in the elongation ratios and calliper lengths (also known as Feret diameters, or longest distance between two points of the shape) of all terrain pattern units in the study area. Fig. 10 shows the distributions of elongation ratios and calliper lengths for each terrain pattern. The statistical hypothesis tests summarised in Fig. 10 indicate that there are no significant differences between the terrain patterns in the shapes of their polygons. Based on this result we conclude that the effect of the shapes of the terrain patterns on the distributions of distances from sites to boundaries does not greatly vary between different terrain patterns. This means that any boundary effects apparent in these data are not dependent simply on the shapes of the terrain patterns.

The left panel of Fig. 11 depicts distances of sites from the boundaries of the terrain pattern that contains those sites. There are statistically significant differences between the terrain patterns (H(6) = 977.015, p < 0.001). The right panel shows a ratio the observed distance of each site to its boundary and the maximum possible distance to boundary for any location within a its terrain pattern. The differences in the distributions of ratios between the terrain patterns are also statistically significant (H(6) = 1073.11, p < 0.001). We computed the maximum possible distance by simulating 1000 points placed randomly over each terrain pattern, then measuring the distance to the boundary for each point, and then taking the maximum distance from the boundary from this set of randomly distributed points. This ratio variable is relative to terrain pattern polygon shape and size for every site, and so attempts to control for differences between the shapes of the terrain patterns. Tables 4 and 5 show the Bonferroni-adjusted p-values from Dunn’s (1964) test of multiple comparisons following the significant Kruskal-Wallis tests. These tables indicate that the differences in the values observed in Fig. 11 are unlikely to result from chance alone. The sample of sites in this figure is limited to terrain pattern areas that are on average > 1 km across (cf. Fig. 5). The general pattern is clear, with distances to the boundary being substantially further in widely spaced dunefields such landform type 4 (e.g. A4, Czs4 and Q4) than in the two largest terrain patterns, Czs4 and Czs5.
more closely spaced dune fields such as landform types 5 and 6 (e.g. Czs5, Q5 and Q5). This means that sites tend to be nearer to the centers of landform type 4, but nearer to the boundaries of landform type 5. K4 appears to be the exception to this, probably because it has the smallest number of sites in our sample \((n = 226, 2.4%)\), an order of magnitude less than Czs4 and Czs5, so we do not have a robust indication of the true distribution of sites in K4.

Fig. 12 shows that in Czs4 landscapes the density of sites increases towards the center of the landform while in Czs5 landforms site density decreases towards the center of the landform. The results of a two-way ANOVA show that the interaction of terrain patterns and the distances from the boundary have a significant effect on the density of archaeological sites at increasing distance from the boundary of the terrain pattern units \((F(1, 9) = 3.144, p = 0.004, \text{excluding one outlier buffer (0-100 m) in a Czs4 terrain pattern where the site density is anomalously high, more than twice the value of the next highest density}).

When we use z-scores to standardize for differences in site density between two terrain patterns, we see that the pattern is even more stark. Fig. 13 shows that in Czs4 landscapes the density of sites increases towards the center of the landform while in Czs5 landforms site density decreases towards the center of the landform. This also minimizes the effects of differences in the sizes of landscape units by limiting analysis to an area 300 m from the boundary of the terrain pattern, thereby excluding sites in the middle of very large area terrain patterns.

### Table 4
Summary of Dunn’s Kruskal-Wallis multiple comparisons test results for the distributions of distances of sites to boundaries for each terrain pattern. The cell values are the Z statistic, with p-values in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>A4</th>
<th>Czs4</th>
<th>Czs5</th>
<th>K4</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czs4</td>
<td>5.217</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czs5</td>
<td>19.982 (&lt; 0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K4</td>
<td>8.675 (&lt; 0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>10.542 (&lt; 0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q5</td>
<td>19.881 (&lt; 0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6</td>
<td>19.605 (&lt; 0.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These analyses give support to the prediction that resource-rich landscapes such as Czs4 have sites located away from their margin and far inside the terrain pattern areas while landscapes with lower resource levels such as Czs5 commonly have sites closer to their margins and fewer sites further into their interiors. If we consider just sites within Czs5 (Fig. 14), we see that sites tend to be closer to the boundary when the neighbouring terrain pattern is landform 4, such as Czs4, however
5. Discussion

In our measurements of site location and site densities, we observed that subtle differences in physical features of the landscape had significant effects on where people were active on the study area during the Holocene. Tests of our model's predictions were facilitated by two characteristics that are distinctive to this project. One is that the extensive survey area, the intensive level of survey and the resulting large sample size of archaeological sites, meant that observation of human choices and behaviour could be obtained at a very high spatial resolution. The second is that objective and robust environmental classifications, creating well-defined terrain patterns, made it possible to quantify landscape diversity in the study area at a high spatial resolution and reduce false associations that could result from less accurate environmental mapping.

We found both more archaeological sites per square kilometer, and more artefacts per square kilometer, in landforms with more widely spaced dunes. This is consistent with our model, and our field observations that more and denser sites tended to occur near exposures of good-quality flakeable stone that are often found in interdunal swales (Hughes et al., 2014a). In areas where the sand dunes are more closely spaced, such as in landform types 5 and especially 6, the dune flanks flow into each other, leaving few or no swales between the dunes where surface outcrops of flakeable stone might be exposed. This differential availability of flakeable stone may be an important factor that influenced ancient people's use of this landscape.

Table 5
Summary of Dunn's Kruskal-Wallis multiple comparisons test results for the distributions of minimum distance ratios of sites to boundaries for each terrain pattern. The cell values are the Z statistic, with p-values in parentheses.

<table>
<thead>
<tr>
<th>A4</th>
<th>Czs4</th>
<th>Czs5</th>
<th>K4</th>
<th>Q4</th>
<th>Q5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czs4</td>
<td>-18.142</td>
<td>6.166</td>
<td>3.657</td>
<td>7.392</td>
<td>10.667</td>
</tr>
<tr>
<td>Czs5</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(0.005)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
</tr>
<tr>
<td>K4</td>
<td>-3.625</td>
<td>5.073</td>
<td>-11.663</td>
<td>-0.68 (1)</td>
<td>19.899</td>
</tr>
<tr>
<td>Q4</td>
<td>-3.657</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
</tr>
<tr>
<td>Q5</td>
<td>6.166</td>
<td>22.425</td>
<td>0.363 (1)</td>
<td>6.897</td>
<td>6.221</td>
</tr>
<tr>
<td>Q6</td>
<td>(0.005)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
</tr>
<tr>
<td>Q7</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
<td>(&lt; 0.001)</td>
</tr>
</tbody>
</table>

this is not a statistically significant difference (H(5) = 9.262, p = 0.099).

Fig. 12. Site density by distance to the boundary of the terrain pattern for Czs4 and Czs5. Data points show site density values for each buffer zone. Shaded region indicates the 95% confidence interval of a Loess regression line.

Fig. 13. Z-scores for site density in interior buffer zones for Czs4 and Czs5. The values for the interior buffer zones indicate the distance in m from the boundary of the terrain pattern to the center of the terrain pattern.

Our analysis of boundary effects shows people were sensitive to subtle gradients of change in the physical environment. We found that sites were generally located further from the terrain pattern boundary in landform type 4, compared to landform types 5 and 6. This indicates that they preferred to be located away from the boundary of areas with widely spaced dunes, but only on the edges of the areas with closely spaced dunes. Looking at this in more detail, we found that for Czs4 and Czs5 there is a clear contrast in the density of sites when we compare areas further away from the boundaries of the terrain patterns with areas 'closer to the boundaries of the terrain patterns.

This analysis suggests that prehistoric people in the Roxby dunefield were sensitive to fine-grained differences in the economic potential of dissimilar terrain patterns. The novel element of the data presented here is that the distribution of human activities varies substantially and predictably within as well as between terrain patterns. It is also noteworthy that relatively subtle geographic differences between landscapes – the different spacing of sand dunes between Czs4 and Czs5 – has a marked effect on the distribution of archaeological sites. We speculate that this is due to the relationship between dune spacing and the availability of flakeable stone, as well as other resources.
6. Conclusion

The substantive archaeological contribution of this study has been to show that when choosing habitations, prehistoric people in the Roxby dunefield were sensitive to relatively small variations in the landscape, such as the spacing of dunes. The implication of this finding is that even in relatively homogeneous landscapes, such as the desert investigated here, there are gradient-like patterns in the distribution of archaeological sites that reveal how people adapted to the landscape (cf. Attwell and Fletcher, 1987). Although Australian deserts are home to some unique flora and fauna, the general patterns of gradients of human behaviour observed here are not contingent on any specific taxa. We expect that beyond the sand dunes of Australia, gradients might also be observed in the archaeological record of the U.S. Great Basin, the coastal and high altitude deserts of South America, and the core deserts of Africa. Gradients are likely to be an indicator of a generic adaptation to landscape variation that can be found in many ecosystems. These gradients allow for more sophisticated interpretations of prehistoric behaviour beyond the obvious attraction of prominent landscape features (Wilson, 2007; Kowalewski, 2008: 233). Given a large enough dataset, such as the one presented here, these patterns can be quickly quantified using a geographical information system and explained with relatively simple behavioural ecological models. We hope that this data-intensive approach to using gradients of change in archaeological site attributes across the landscape might suggest a new direction for investigating past human behaviour at ecological interfaces, avoiding the problematic assumptions of previous work on edge effects.

The methodological contribution of this study has been to demonstrate the advantage of using a mobile GIS for field data collection in a context where data collection is intensive, data volume is high, a highly structured data collection form is used, and the start-up, purchasing, and training costs could be amortized over multiple years of data collection. Our gain of 63% is within the range documented by other studies using mobile data collection technologies. For example, Poehler and Ellis (2012) report a 371% increase in efficiency using iPads at Pompeii, and Austin (2014) reports a 21–32% increase when using Open Data Kit (Hartung et al., 2010) to record skeletal remains. This wide variation in efficiency gains suggests that the magnitude of the gain is highly dependent on the context in which the mobile technologies are employed.
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Fig. 14. Distribution of distances of archaeological sites to terrain pattern boundaries for sites located in Czs5, by the nearest neighbouring terrain pattern. Data points show distance values for individual sites.


