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ABSTRACT

The oxygen isotope time series from ice cores in central Greenland [the Greenland Ice Sheet Project 2 (GISP2)
and the Greenland Ice Core Project (GRIP)] and West Antarctica (Byrd) provide a basis for evaluating the
behavior of the climate system on millennial time scales. These time series have been invoked as evidence for
mechanisms such as an interhemispheric climate seesaw or a stochastic resonance process. Statistical analyses
are used to evaluate the extent to which these mechanisms characterize the observed time series. Simple models
in which the Antarctic record reflects the Greenland record or its integral are statistically superior to a model
in which the two time series are unrelated. However, these statistics depend primarily on the large events in the
earlier parts of the record (between 80 and 50 kyr BP). For the shorter, millennial-scale (Dansgaard–Oeschger)
events between 50 and 20 kyr BP, a first-order autoregressive [AR(1)] stochastic climate model with a physical
time scale of t 5 600 6 300 yr is a self-consistent explanation for the Antarctic record. For Greenland, AR(1)
with t 5 400 6 200 yr, plus a simple threshold rule, provides a statistically comparable characterization to
stochastic resonance (though it cannot account for the strong 1500-yr spectral peak). The similarity of the
physical time scales underlying the millennial-scale variability provides sufficient explanation for the similar
appearance of the Greenland and Antarctic records during the 50–20-kyr BP interval. However, it cannot be
ruled out that improved cross dating for these records may strengthen the case for an interhemispheric linkage
on these shorter time scales. Additionally, the characteristic time scales for the records are significantly shorter
during the most recent 10 kyr. Overall, these results suggest that millennial-scale variability is determined largely
by regional processes that change significantly between glacial and interglacial climate regimes, with little
influence between the Southern and Northern Hemispheres except during those largest events that involve major
reorganizations of the ocean thermohaline circulation.

1. Introduction

Earth’s climate varies on all time scales. Most of our
knowledge of its intrinsic variability is derived from the
instrumental record, which is temporally very limited.
For much of the globe, the instrumental record is con-
siderably shorter than 100 yr. This is only marginally
sufficient for understanding the statistics or dynamics
of decadal or longer time scales (Gedalof et al. 2002;
Percival et al. 2001). On these time scales we must
include data from the paleoclimate record: proxy climate
data from tree rings, corals, ice cores, and lake and ocean
sediments (e.g., Bradley 1999). Several recent studies
have used compilations of such data to examine climate
variability over the last several hundred to one thousand
years (e.g., Overpeck et al. 1997; Mann et al. 1998;
Crowley 2000).

On time scales longer than centuries, climate vari-
ability is known only from the paleoclimate record. Per-
haps as a consequence, millennial-scale variability has

Corresponding author address: Dr. Gerard H. Roe, Dept. of Earth
and Space Sciences, University of Washington, Box 351360, Seattle,
WA 98195.
E-mail: Gerard@ess.washington.edu

received relatively little attention from the climate dy-
namics community. Yet evidence for millennial-scale
variability is available in the form of hundreds of pa-
leoclimate records that document the last 10–20 kyr in
considerable detail, and dozens more that cover the last
100 kyr and longer. For example, pollen records from
Europe invariably show a significant cooling event be-
tween about 11.6 and 12.8 ka (ka [ kyr before present)
known as the Younger Dryas. Ocean sediment cores
provide compelling evidence for significant changes in
ocean circulation associated with the Younger Dryas and
other similar events.

Despite the great number of available records, the use
of paleoclimate data as a basis for a theoretical under-
standing of millennial variability has been problematic.
The chief limitation is age control. For nearly all rec-
ords, the time scale is known with insufficient precision
to determine the relative timing of changes observed in
different records. Questions such as whether or not the
Younger Dryas event was global have been the subject
of much controversy, still unresolved in the literature
(e.g., Markgraf 1993; Steig et al. 1998; Denton et al.
1999; Mulvaney et al. 2000; Jouzel et al. 2001; Morgan
et al. 2002). There is also unavoidable ambiguity in the
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interpretation of the climate proxy data in terms of con-
ventionally understood climate variables (i.e., temper-
ature, precipitation, pressure). Accordingly, significant
weight has been placed on a relatively small group of
datasets that are believed to suffer the least from these
problems. In particular, current theories of the causes
of millennial-scale climate changes draw substantially
on evidence from three datasets: oxygen isotope profiles
from ice cores at the summit of the Greenland ice sheet
[the Greenland Ice Sheet Project 2 (GISP2): 72.68N,
38.58W and the Greenland Ice Core Project (GRIP):
73.18N, 35.58W], and from West Antarctica (Byrd Sta-
tion: 808S, 208W). Oxygen isotope records are well un-
derstood measures of temperature variability (Jouzel et
al. 1997).

The Greenland ice cores provided the first definitive
evidence for rapid climate change events, which are
apparent not only in the oxygen isotope ratios (Dans-
gaard et al. 1993; Grootes et al. 1993), but also in ice
chemistry (Mayewski et al. 1993; Taylor et al. 1993),
annual snow accumulation rates (Alley et al. 1993), and
in gases preserved in trapped air bubbles (Severinghaus
and Brook 1999; Lang et al. 1999). The GISP2 and
GRIP cores are also remarkably well dated. Time scales
were established by counting of visible annual layering,
cross-validated with annual signals in ice chemistry and
identification of fallout (sulfate ion, and in some cases
ash) from volcanic events of known age. The age of the
ice in the GISP2 core is known to within 2% during
the most recent 40 kyr, and to better than 10% at 100
ka (Meese et al. 1997). The Antarctic Byrd record, while
not dated by annual layer counting [except for the most
recent 10 kyr; Hammer et al. (1994)], is important be-
cause it has been placed on a relative time scale tied
directly to the GRIP and GISP2 records, using the iden-
tification of distinctive changes in the concentrations of
trace gases extracted from air bubbles within the ice
(Blunier et al. 1998). Uncertainty in the Byrd time scale,
relative to GISP2 and GRIP, is estimated to be at most
a few hundred years during the last 50 kyr (Blunier and
Brook 2001). Due to their age control and high reso-
lution, the Greenland and Antarctic ice core records
provide a very powerful test of our understanding of
the physics of climate variability on millennial time
scales.

A prevailing approach has been to place emphasis on
the rapid climate change events in the Greenland cores.
These events are so large in magnitude and rapidity
(.108C changes in mean annual temperature and a dou-
bling of net precipitation in a few decades or less) that
understanding their cause must be considered one of the
great challenges in climate research (Alley et al. 2002).
They also occur with remarkably regularity, falling into
two nominal groupings: the Dansgaard–Oeschger events
with a spacing of about 1500 yr, and less regular, longer-
lived events about 6000 yr apart. The latter are often
referred to as ‘‘Heinrich events,’’ because of their ap-
parent relationship to the Heinrich iceberg discharge

events inferred from deep sea sediment cores from the
North Atlantic Ocean (Heinrich 1988). Proposed theo-
ries of millennial-scale climate have sought to account
for the phase relationships between these events in
Greenland and their apparent analogs in Antarctica. The
observed frequency and phase relationships (see, e.g.,
Steig and Alley 2002; Hinnov et al. 2002) have been
used extensively to support the attribution of millennial-
scale variability to external (i.e., solar) forcing, oscil-
latory behavior in deep ocean circulation, ice sheet dy-
namics, nonlinear dynamics in the Tropics, or some
combination of all of these (e.g., Broecker 1997; Stocker
1998; Clark et al. 1999; Seidov and Maslin 2001; Weav-
er et al. 2003).

Several specific models have been proposed as simple
characterizations of the physical mechanisms respon-
sible for the Dansgaard–Oeschger and Heinrich time
scales identified in the Greenland and Antarctic rec-
ords. Alley et al. (2001a,b) propose that these records
can both be described by a global stochastic resonance
mechanism, characterized by threshold crossings be-
tween two stable states, with the threshold crossing
interval determined by a combination of noise and an
underlying, periodic time scale of 1500 yr (the period
taken from the highly significant spectral peak in the
GISP2 time series). Schmittner et al. (2003) and Stock-
er and Johnsen (2003) have further proposed that Ant-
arctic climate may be characterized as the integral of
Greenland climate [or alternatively Greenland is taken
as the derivative of Antarctic climate; see Schmittner
et al. (2003) and Huybers (2003)]. This offers a simple
mathematical description of proposed global climate
physics, and in particular is an improved conception
of the so-called interhemispheric seesaw mechanism
(e.g., Stocker 1998), in which the thermal adjustment
time scale of the thermohaline circulation acts to in-
tegrate the Northern Hemisphere climate anomalies.
An alternative view is that of Wunsch (2003), who
suggests that there is no significant relationship be-
tween the time series on millennial time scales and
that, at least on average, regional processes dominate
the character and pacing of millennial-scale climate
variability.

In this paper, we examine the extent to which these
different characterizations of millennial-scale variability
can be reconciled. Our approach is the application of
stochastic climate models to the Greenland and Antarc-
tic isotope records. Because any geophysical time series
will always reflect the presence of random forcing and
inertia (Hasselmann 1976), even if more complex pro-
cesses are also involved, stochastic climate models can
offer considerable insight into the underlying physics
driving the climate variability recorded by the time se-
ries. In particular, such models can be used to estimate
the characteristic physical time scales associated with
millennial-scale variability. Our results show that a con-
siderable amount of the background variance in the
Greenland records can be explained by the simplest sto-
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chastic model, a first-order autoregressive model
[AR(1)] with a characteristic time scale of 400 yr. Al-
though such a model does not account for the inherent
asymmetries in the record (rapid warming, slow cool-
ing), nor the periodic nature of the rapid-warming
events, it compares favorably against the stochastic res-
onance model in its explanatory power. We find that for
Byrd, AR(1) is entirely adequate. For those time inter-
vals that include the largest climate anomalies observed
in the Greenland records, the integrated Greenland sig-
nal plus AR(1) provides a better explanation for the
Antarctic record than AR(1) alone. For most of the time
interval considered (approximately the last 80 000 yr),
however, any interhemispheric communication contrib-
utes much less than the independent variability inherent
to each record. Furthermore, in the Holocene (the most
recent 10 kyr), the characteristic time scales of vari-
ability are quite different than during the preceding gla-
cial climate period.

2. Data

The isotope records GISP2 and GRIP in Greenland,
and Byrd in Antarctica (hereafter generally referred to
simply as ‘‘GISP2,’’ ‘‘GRIP,’’ and ‘‘Byrd’’), are prob-
ably the best paleoclimate datasets available for the
study of millennial-scale climate change. This is not to
suggest that other records are not of considerable im-
portance. Ocean sediment records from the Cariaco ba-
sin (Hughen et al. 1998), from the Santa Barbara basin
(Hendy and Kennett 1999), and from the Bermuda rise
and elsewhere in the North Atlantic (Sachs and Lehman
1999; Bond et al. 1997) all show compelling evidence
for rapid climate changes. In Antarctica, most other ice
cores show very similar variations to those observed at
Byrd (e.g., Petit et al. 1999). These records provide
important corroborating evidence that GISP2–GRIP and
Byrd are broadly representative of millennial-scale var-
iability at least in the North Atlantic region and in a
large portion of the Antarctic, respectively, and perhaps
over much broader areas. They do not however, gen-
erally provide additional information that can be used
in the quantitative analyses we pursue in this study,
either because the records are too short, not highly re-
solved enough, or not well enough dated. In many cases
they are also less straightforward to interpret than are
the temperature proxy data from the ice core isotope
profiles. We therefore focus in this paper entirely on the
GISP2–GRIP and Byrd isotope records.

When referring to the oxygen isotope data, we use
the conventional notation

18 16( O/ O)sample18d O 5 2 1 1000‰, (1)
18 16[ ]( O/ O)SMOW

where the international isotope standard is Standard
Mean Ocean Water (SMOW). We treat anomalies in
d18O as anomalies in climate. The interpretation of iso-

tope ratios in terms of temperature depends on the em-
pirical relationship between d18O and mean annual tem-
perature, which arises because of the temperature-de-
pendent fractionation of water during the evaporation,
transport, and condensation processes (Dansgaard et al.
1973). This interpretation has been validated with in-
version of borehole-temperature measurements (Cuffey
et al. 1995; Johnsen et al. 1995; Dahl-Jensen et al. 1998)
and with anomalies in gas-isotope concentrations due
to diffusion under strong thermal gradients (Severing-
haus and Brook 1999; Lang et al. 1999). Although it is
well known that the isotope–temperature relationship is
not strictly linear, and may have varied considerably
over time, these independent calibrations provide a
strong justification for treating it as linear for the pur-
poses of our study here. The largest changes in the iso-
tope–temperature relationship have probably occurred
during transitions between glacial and interglacial cli-
mates (e.g., between 20 and 10 ka); we do not include
such transitions in our analysis.

Isotope data from the GISP2 and GRIP cores, drilled
only 30 km apart, may for the most part be considered
identical between 0 and 100 ka (Grootes et al. 1993).
Hinnov et al. (2002) have noted some important dif-
ferences in the spectral properties of the time series that
may result in part from the procedures used in relating
time scales for GRIP, GISP2, and Byrd to one another.
We base our analyses on GISP2, because it is the least
problematic for the statistical methods we use and is
most reliably matched with Byrd [for both cores we use
the GISP2-based time scales in Blunier and Brook
(2001)]. Repeated analyses show that use of GRIP or
alternative time scales for GISP2 gives results that lie
within the stated uncertainties of our estimates and so
would not influence any of our fundamental conclu-
sions.

3. Stochastic climate models

At its simplest, stochastic climate modeling assumes
that climate variability is entirely made up of random,
uncorrelated variations plus inertial terms that charac-
terize the climate system’s tendency to ‘‘remember,’’ to
some degree, its previous states (e.g., Hasselmann 1976;
von Storch and Zwiers 1999). Autoregression modeling
is a mathematical technique that provides a framework
for this kind of analysis (e.g., Jenkins and Watts 1968;
von Storch and Zwiers 1999).

In an autoregressive model, an observation at time t,
ut, is regarded as being due to a linear combination of
its previous p states (ut2iDt, i 5 1, 2, . . . , p), plus a
random stochastic term nt (i.e., Gaussian white noise),
which represents the uncorrelated forcings acting on the
system:

u 5 a n 1 a u 1 a u 1 · · · 1 a u . (2)t 0 t 1 t2D t 2 t22D t p t2pD t

This is known as a discrete autoregressive process of
order p, or AR(p), and it may be used as a statistical
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FIG. 1. The d18O records from Byrd and GISP2 over the last 90
kyr. Values at GISP2 have been displaced by 5 (‰).

model to try to explain a time series of observations
(assumed discrete and equally spaced in time). The pur-
pose of looking at data in this way is that an AR(p)
process is the discretized equivalent of a pth-order or-
dinary differential equation (e.g., von Storch and Zwiers
1999). The underlying equation can reveal the dynamics
of the system being observed. For example, an AR(1)
process is equivalent to

du u
1 5 n(t), (3)

dt t

where

D t
t 5 2 . (4)

lna1

Equation (3) describes a system that is forced by random
noise, and that has a tendency to relax back toward its
equilibrium state with a time scale, t, associated with
the inertia of the system and the physical process that
restores it to equilibrium. In simple systems t might be
the time scale of thermal damping by heat fluxes or
momentum damping by frictional dissipation. In more
complex systems it can be thought of as a ‘‘characteristic
time scale’’ associated with the entire assemblage of
processes that act to restore the system to equilibrium.
For a (linear) combination of time scales, the effective
time scale is equal to 1 over the sum of the reciprocals
of the individual time scales (like resistors in parallel),
and so is strongly weighted to the longest characteristic
time scale. An AR(1), or Markov, process is also known
as ‘‘red noise:’’ the system’s inertia integrates the white
noise forcing and results in a time series with variance
that is enhanced at long time scales relative to short
time scales. Higher-order AR processes (i.e., p ^ 2)
represent higher-order ordinary differential equations,
and as such have solutions that are a combination of
oscillations and decaying or growing exponentials.

4. Characterization of GISP2 and Byrd

We begin by identifying the AR(p) processes that best
characterize each time series using the MATLAB al-
gorithm arfit of Schneider and Neumaier (2001). This
employs a least squares estimator that, for a given order
p, finds the combination of aps that minimizes the mag-
nitude of a0 (i.e., the noise), and therefore is the best
explanation of the data for that AR(p) process. The
optimal order, p, of an AR model is chosen by using a
selection criterion that penalizes higher orders because
they have more degrees of freedom. The default selec-
tion criterion used by the arfit algorithm is Schwarz’s
Bayesian criterion (Schwarz 1978). An important part
of the model fitting process is to check a posteriori that
the model is self-consistent. That is, after having sub-
tracted from the observations what is explainable by the
autocorrelations, is what is left over (the residuals) con-
sistent with uncorrelated, normally distributed white

noise? This can be evaluated using the modified Li–
Mcleod portmanteau statistic (e.g., Schneider and Neu-
maier 2001) to test for correlations in the residuals, and
the Kolmogorov–Smirnov test (e.g., von Storch and
Zwiers 1999) to test for the normality of the distribution.

From Fig. 1 it is clear that both Byrd and GISP2
reflect the overall progression of the ice ages, and, as
we expect, they are highly correlated on longer time
scales (i.e., greater than 10 kyr; e.g., Steig and Alley
2002). It is important to minimize the influence of these
long time scales on our analysis. One approach would
be to use a high-pass frequency filter on the full 80-kyr
records, but doing so introduces spurious autocorrela-
tions between adjacent data points. Therefore, instead
we concentrate initially on a shorter interval of time:
50–20 ka.

The data have an average spacing of 91 yr for Byrd
and 118 yr for GISP2 over the 50–20-ka interval. To
obtain uniformly spaced time series, we use nearest-
neighbor interpolation. The choice of interpolation
method is important because the analysis relies on the
autocorrelation between adjacent data points. Also, each
data point represents the isotope values averaged over
some finite depth of the core, which risks spurious au-
tocorrelations between neighboring data points. These
effects were evaluated by generating arbitrarily high-
resolution realizations of the optimal AR(p) process for
the records using (2), and then averaging those reali-
zations over the actual sampling intervals in the original
data. The time series generated in this way was then
refit as an AR(p) model. If averaging and interpolation
in the data had no effect, we would expect to obtain the
same AR(p) coefficients. Repeating this exercise many
times suggests that the interpolation and inherent av-
eraging in the data causes the characteristic time scale
to be overestimated by about 20%. We repeated our
analyses for a variety of different intervals during the
glacial period of the record (taken to be 80–20 ka), and
also for the whole 60-kyr glacial record and applying
a high-pass Butterworth filter (using a standard MAT-
LAB routine). As an additional test, we used the
‘‘TAUEST’’ routine of Mudelsee (2002), which pro-



15 MAY 2004 1933R O E A N D S T E I G

TABLE 1. Best-fit AR(p) models for ice core d18O record, selected using Schwarz–Bains criterion. Here Dt is the interpolation interval
used, t is the time scale associated with the AR process, and Per. is the period of oscillation implied by the AR(21) processes. A Y in the
penultimate column means that the residuals are indistinguishable from uncorrelated to better than 95%, based on a modified Li–Mcleod
test (Schneider and Neumaier 2001). A Y in the last column means the residuals are indistinguishable from a normal distribution to better
than 95%, based on a Kolmorgorov–Smirnov test (e.g., von Storch and Zwiers 1999).

Core Interval ka Dt yr AR(p) t 6 95% yr Per. 6 95% yr
Uncorrelated

residuals?
Normally

distributed?

Byrd 50–20 100
200
300

1
1
1

503 6 204
610 6 299
710 6 402

—
—
—

Y
Y
Y

Y
Y
Y

Byrd 10.2–0.2 50
100
200

1
1
1

129 6 50
170 6 86
208 6 149

—
—
—

—
Y
Y

—
Y
Y

GISP2 50–20 100
200
300

1
1
1

451 6 174
432 6 190
366 6 187 —

Y
—
—

—
Y
Y

GISP2 50–20 100
200
300

2
2
2

210 6 61
303 6 138
411 6 243

2257 6 2149
2026 6 1025
2016 6 656

Y
Y
Y

—
—
Y

GISP2 10.2–0.2 50
100
200

0
0
0

—
—
—

—
—
—

Y
Y
Y

Y
Y
Y

FIG. 2. Spectral estimate of Byrd between 50 and 20 ka, using
windowed periodogram (10-kyr Hanning window), and theoretical
spectrum of best-fit AR(1) process and 95% confidence intervals
(dashed lines). Dt 5 100 yr.

vides an estimate of the best-fit AR(1) model for un-
evenly spaced datasets. These tests all give time scales
consistent within our uncertainties, and so do not alter
our basic conclusions.

a. Characterization of Byrd

Results are presented in Table 1 for a variety of in-
terpolation intervals, Dt. In all cases, the glacial record
in Byrd is best represented by an AR(1) process. The
residuals are indistinguishable from uncorrelated white
noise, and so we can conclude the AR(1) is a self-
consistent explanation of the Byrd record. The best-fit
value for t varies somewhat depending on the inter-
polation interval, although all are in agreement to within
their 95% confidence limits. The results suggest a value
for t of about 600 6 300 yr.

A power spectrum estimate for the 50–20-ka interval
of the Byrd record is shown in Fig. 2. Also shown is

the theoretical spectrum for the parameters of the best-
fit AR(1) process, and its 95% confidence limits. That
the Byrd data lie largely within the uncertainty limits
is further support that the time series is well represented
by an AR(1) process.

The basic impression from Fig. 2 is that the spectrum
is red. Spectral power increases at longer periods, and
it is readily calculated that half of the variance in Byrd
occurs at periods of 4000 yr and longer. An important
point is that most of the variance in an AR(1) process
occurs at periods substantially longer than the charac-
teristic time scale associated with the physics driving
the system back to equilibrium. The theoretical spectrum
shown in Fig. 2 is for a discrete AR(1) process, but it
is closely related to the spectrum for the continuous first-
order autogressive process of (3) (e.g., Jenkins and
Watts 1968), which we use here for clarity:

2a0P( f ) 5 , (5)
21 1 (2p f t)

where P( f ) is the spectral power as a function of fre-
quency, f. It is readily shown that half the variance
occurs at periods greater than 2pt. These results then
are a strong suggestion that the ;3000–6000-yr ‘‘mil-
lennial-scale’’ variability seen by eye and in the power
spectra of the Byrd record arises from physical processes
with characteristic time scales that are significantly less:
about 600 yr. This is shorter than that commonly cited
for the overturning of the global thermohaline circula-
tion [one to three thousand years; e.g., Broecker (1991);
Schiller et al. (1997)], or for the dynamical adjustments
of continental-scale ice sheets [several thousand years;
e.g., Paterson (1994); Steig et al. (2000)]. The time scale
is, however, consistent with that estimated for adjust-
ment of thermohaline circulation (e.g., Weaver and Sar-
achik 1991), or of basin-scale ocean circulation (e.g.,
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FIG. 3. (a) Same as Fig. 2, but for GISP2. (b) Same as (a) but
best-fit AR(2) process, Dt 5 300 yr, and linear interpolation.

FIG. 4. Histogram of the rate of change of GISP2 from 50 to 20
ka, Dt 5 100 yr, and linear interpolation.

Antarctic deep-water formation) to perturbations (e.g.,
Broecker 2000). It is also of the same order as suggested
for switching of ice streams (e.g., Fahnestock et al.
2000; Conway et al. 2002), or the regional dynamics of
smaller ice sheets and ice shelves (e.g., Jøhannesson et
al. 1989). These comparisons are contingent on the in-
ferred mechanisms being appropriately described as re-
laxation physics. Other physical mechanisms, such as
the possible binge–purge cycles in ice sheets (MacAyeal
1993a,b; Bond and Lotti 1995), or delayed climate os-
cillators (e.g., Battisti 1988) have time scales that bear
a different relationship to the power spectrum they gen-
erate.

b. Characterization of the GISP2 record

The autoregression analysis for GISP2 is less straight-
forward than for Byrd. For the interval between 50 and
20 ka, the analysis gives AR(1) as the optimal expla-
nation of the data for all the interpolation intervals
shown in Table 1, with a time scale of about 400 6 200
yr. A spectral estimate for GISP2 is shown in Fig. 3,
together with the theoretical spectrum for the best-fit
AR(1) process for Dt 5 100 yr. As noted by many
previous authors (e.g., Stuiver et al. 1995), there is a
prominent ;1500-yr peak well above the 95% confi-
dence limits for the theoretical spectrum, indicating that

AR(1) is not a complete explanation of the data. How-
ever it is also clear that AR(1) does account for a large
fraction of the variance in the spectrum as noted by
Wunsch (2001) and Hyde and Crowley (2002). Impor-
tantly, for all of the interpolation intervals considered,
the residuals resulting from an AR(1) fit are inconsistent
with uncorrelated, normally distributed white noise;
AR(1) is therefore not a self-consistent explanation of
the data.

The results for this interval of GISP2 are quite sen-
sitive to the interpolation method. If linear interpolation
is used, the analysis procedure selects AR(2) as the best
explanation of the data. This AR(2) process reflects rel-
atively weak oscillatory behavior with a period of about
2000 yr and an exponential decay time scale of ;300
yr (Table 1). This decay time indicates how long phase
information of the oscillation is remembered by the sys-
tem. For Dt 5 300 yr, the residuals are consistent with
uncorrelated and normally distributed white noise and
so, nominally, this AR(2) process could be a consistent
explanation of the data. In this case the confidence limits
for the theoretical AR(2) spectrum actually encompass
the 1500-yr peak in the GISP2 spectral estimate (Fig.
3). It would therefore no longer be considered significant
against this background spectrum (which, to be sure,
contains a weak oscillation). However, by taking Dt 5
300 yr, the strong asymmetry in the data between warm-
ings and coolings (see below) has effectively been av-
eraged out. Because the driving equations of AR(p)
processes cannot themselves generate such asymme-
tries, we can reject a pure AR(2) process as the gov-
erning dynamics.

ASYMMETRY IN GISP2

The asymmetry clearly shows up in a histogram of
the time derivative of the GISP2 records in Fig. 4. The
shoulder on the positive flank of the distribution reflects
the existence of rapid warming events. This kind of
distribution can be imitated by incorporating a threshold
behavior into an AR(1) process. Figure 5a shows a re-
alization of the AR(1) process that is a best fit to GISP2
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FIG. 5. Simple model of AR(1) process incorporating a threshold.
FIG. 6. Stochastic resonance histograms for (a) Byrd and (b) GISP2.

The histograms shown are for the interval 80–20 ka, and include
intervals between both warming and cooling events. Data was 20-
kyr high-pass filtered using a Butterworth filter. The lines are esti-
mates for the theoretical histogram based on a 10-Myr realization of
that process (scaled to the 60-ka interval of the data), for the best-
fit AR(1) process for that record (solid), and for a 1500-yr stochastic
resonance process (dashed).

[i.e., a0 5 0.60, a1 5 0.80 in (2)] with a threshold
condition that if ut descends below a value of 21.0 it
is immediately raised to a value of 2.0. Figure 5a shows
intervals of rapid changes and intervals of longer time
scale variations. It does not however show the preferred
1500-yr spacing observed in the record. Other properties
of the rapid warming events have been noted and tab-
ulated such as an apparent clustering and a relationship
to global ice volume (e.g., Schulz 2002a,b), but we are
not aware of any statistical evaluation. A default (albeit
incomplete) model of AR(1) plus threshold provides a
null hypothesis against which to test these putative prop-
erties.

c. AR(1) versus stochastic resonance for Byrd and
GISP2

As Rahmstorf (2003) has recently pointed out, the
1500-yr spacing in GISP2 is highly significant, not only
because it produces a strong spectral peak, but because
there is very long phase memory (more than 20 cycles).
Obviously, a simple AR(1)-plus-threshold model will
not capture this aspect of the record. Nevertheless the
histogram of the rates of change for AR(1) shows a
striking resemblance to that for the real data (i.e., cf.
Fig. 5b with Fig. 4). As noted above, AR(1) is entirely
self-consistent for Byrd. In this context it is illustrative

to consider how the stochastic resonance model pro-
posed by Alley et al. (2001b) for both of these records
compares with AR(1). The suggestion is that the climate
acts as a stochastically resonant, bimodal system with
transitions between the two states being paced by an
underlying 1500-yr oscillation, perhaps due to solar var-
iability. A characteristic property of stochastic reso-
nance is the distribution of the time intervals between
transitions into one of the states. Transitions into a given
state are most likely to occur at a particular phase of
the underlying cycle. A histogram of transition intervals
is therefore peaked at 1500 yr, with subsidiary maxima
at 3000, 4500 yr, etc.

Following Alley et al. (2001a) we determine a warm-
ing or cooling event as having occurred when the time
series exceeds a particular fraction of its standard de-
viation, which we set to be 0.2 (although the conclusions
do not depend on this value). The histogram of the
intervals between such threshold crossings for the Byrd
record is shown in Fig. 6a for the period 80–20 ka, and
includes both warmings and cooling intervals. By gen-
erating 10-Myr realizations of the best-fit AR(1) and
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TABLE 2. Comparison between the best-fit AR(1) and a 1500-yr stochastic resonance process as explanations of the data. The second
column gives the interval examined. The third column donotes whether warming and cooling event intervals were included (W&C), or
warming events only (W). The fourth column gives the number of events that were found in that interval. For each process [i.e., AR(1) or
stochastic resonance], the x2 value is for the difference between the estimate for theoretical histogram of that process (based on a 10-Myr
realization and the histogram of the data, using 30 histogram bins). The following column is the percentage of the record-length realizations
of that process that had histograms less like the theoretical histogram than the data (based on their x2 values). A low percentage therefore
suggests that the process is not a good description of the data. Finally the F test significance is the fraction of random realizations in which
AR(1) is a better representation of the data than stochastic resonance (i.e., having a lower x2 value). A value of 50% would suggest that
the two models were equally good explanations of the data. For the 60-kyr interval, the data is high-pass filtered using a Butterworth filter
with a 20-kyr cutoff.

Core Interval (ka) Type No. of events

AR(1)

x2 (%)

Stochastic resolution

x2 (%)
F test

significance

Byrd
Byrd

50–20
80–20

W&C
W&C

33
48

23.7
61.3

60%
13%

171.6
276.0

1.2%
0.2%

99%
98%

Byrd
Byrd

50–20
80–20

W
W

17
24

13.5
44.7

90%
21%

55.0
172.9

16%
0.5%

93%
98%

GISP2
GISP2

50–20
80–20

W&C
W&C

33
51

23.8
34.9

77%
57%

51.6
72.8

22%
11%

85%
88%

GISP2
GISP2

50–20
80–20

W
W

15
25

18.2
34.4

85%
47%

19.9
39.3

65%
29%

61%
67%

stochastic resonance processes we can obtain a good
approximation to the theoretical threshold crossing his-
tograms. The histogram for an AR(1) process has a sin-
gle peak that is directly related to the characteristic time
scale, or memory, that AR(1) represents. As a measure
of the closeness of the agreement between the data and
each process, we can calculate x2 values for the differ-
ence between Byrd and each of these long realizations
(e.g., Press et al. 1992). The results for the intervals
50–20 and 80–20 ka, as well as for histograms including
intervals between warming events only, are shown in
Table 2.

For the x2 values to be meaningful it is important to
know what typical errors look like. That is, for each
candidate process, what is the distribution of the errors
between its theoretical histogram and random Byrd-
length realizations of the same process? To evaluate this,
we performed a Monte Carlo analysis with 10 000 ran-
dom realizations of each process and calculated the dis-
tribution of x2 values for the deviations from the the-
oretical histogram. For both the best-fit AR(1) and sto-
chastic resonance, the error distribution was close to x2

distributed with 28 degrees of freedom (i.e., 30 histo-
gram bins with two model parameters). These calculated
error distributions can then be used to attribute signif-
icance to the x2 values by asking what fraction of ran-
dom realizations would be expected to have a ratio of
x2 values exceeding that calculated for the data. This
is equivalent to a standard F test (e.g., von Storch and
Zwiers 1999), which also gives very similar results. As
in Alley et al. (2001a), we can determine what fraction
of the random realizations of each process have x2 val-
ues that exceed that between the data and the theoretical
distribution. For example, if Byrd between 50 and 20
ka were equal to a typical 30-kyr realization of sto-
chastic resonance, we would expect about 50% of ran-
dom realizations of stochastic resonance to have higher
x2 values (i.e., have less good agreement with the the-

oretical distribution). These fractions are also shown in
Table 2.

Stochastic resonance does significantly worse than
AR(1) in explaining Byrd. In all cases a much smaller
fraction of the random stochastic resonance processes
had x2 values showing worse agreement with the the-
oretical curve than the Byrd record, and thus Byrd is
much more like a typical AR(1) process than a typical
stochastic resonance process. Furthermore, the signifi-
cance test based on the calculated x2 distributions shows
that, with a high degree of confidence, it can be con-
cluded that AR(1) is a better fit to the data than sto-
chastic resonance. The reason is that, for stochastic res-
onance, transition intervals shorter than the oscillation
period are very unlikely, and the x2 value is strongly
penalized by the peak in the Byrd record at about 900
yr.

In the case of GISP2, the results are similar to, but
slightly less conclusive than, those for the Byrd record.
Figure 6b shows the results for AR(1) only, although
very similar results were obtained for AR(2). As we
have already concluded, neither AR(1) nor AR(2) are
adequate explanations for GISP2. Nevertheless, Table 2
indicates that, like Byrd, the GISP2 record is more like
a typical AR(1) process that a typical stochastic reso-
nance process, although not quite at the 95% level of
significance. As for Byrd, the stochastic resonance mod-
el is penalized by the peak in transitions shorter than
the 1500-yr oscillation period. In other words, the
GISP2 record exhibits large climate changes that are not
accounted for by the stochastic resonance model. It is
important to note, however, that many of these climate
changes are cooling events. If only warming events are
included, AR(1) is still preferred, but only by a small
statistical margin. For Byrd, choosing warming intervals
only still leaves AR(1) better than stochastic resonance
with a high degree of confidence. For GISP2, the choice
of warming events only may be reasonable, but this is
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FIG. 7. Relationship between GISP2 and Byrd. (a) GISP2 leading
Byrd by 400 yr, (b) integral of GISP2 lagging by 200 yr. Both records
have been high-pass filtered at 10 kyr using a Butterworth filter.

an implicit choice about the hypothesized physics that
is being tested. For example, as Alley et al. (2001a)
suggest, the physics of the transition may not be sym-
metric, meaning that one transition direction may be
more easily identifiable against the background noise.
We conclude that stochastic resonance cannot be ruled
out as an explanation for the warming events at GISP2,
but must be considered a rather incomplete description
of the record. For Byrd, we can reject stochastic reso-
nance as a parsimonious explanation.

d. Holocene variability

We now consider the character of both records during
the Holocene, which we take as the last 10 kyr. For
Byrd, it is again AR(1) that is the best explanation, and
for Dt ^ 100 yr, the residuals are consistent with un-
correlated, normally distributed white noise. Impor-
tantly however, the time scale of the AR(1) process (175
6 100 yr) is much shorter than for the glacial period.
The changes at GISP2 between glacial and interglacial
are even more dramatic. For the range of interpolation
time scales shown in Table 1, the GISP2 Holocene rec-
ord is consistent with uncorrelated, random white noise.
For this data sampling, t must be less than ;20 yr,
meaning that GISP2 is essentially white during the Ho-
locene. The same result was obtained for the GRIP and
the North Greenland Ice core Project (NGRIP; Johnsen
et al. 1995, 2001) records.

It is worth pointing out that other proxy indicators of
Holocene variability are not necessarily inconsistent
with our results, even though they do not all show the
same response. For example, while the forcing climate
might be white (or near white), proxy climate indicators
that have multidecadal or longer response time scales,
would have an enhanced reddened response to such forc-
ing. Thus, our results do not necessarily contradict the
well-known idea that glaciers have undergone substan-
tial millennial-scale variability during the Holocene
(e.g., Hormes et al. 2001; Bond et al. 1997).

5. The connection between Byrd and GISP2

There has been a considerable amount of discussion
in the literature about the relationship between the
GISP2 and Byrd records, and what it reveals about link-
ages in climate between the hemispheres at millennial
time scales. Much of the analysis has focused on the
direct connection between the records either by noting
the visual similarities (e.g., Blunier et al. 1998; Blunier
and Brook 2001), or by looking at the correlations be-
tween the two time series (e.g., Steig and Alley 2002).
Figure 7a shows the two time series high-pass filtered
(with a Butterworth filter and a 10-kyr cutoff ). Treated
in this way, there is a maximum correlation of 20.42
when GISP2 leads by 400 yr, and a close secondary
maximum of 0.39 when Byrd leads by 1400 yr. Steig
and Alley (2002) argued on this basis that the data did

not discriminate between a ‘‘seesaw’’ climate mecha-
nism or a ‘‘Southern Hemisphere lead.’’ While visually
impressive, these correlations are not necessarily sig-
nificant. Taking the unfiltered records between 50 and
20 ka, one finds that, allowing for a 6-kyr lead/lag win-
dow, 50% of random realizations of the AR(1) process
that are the best fit for Byrd (for Dt 5 200 yr) have a
maximum lag correlation that exceeds that between
Byrd and GISP2. That is, one would conclude that the
apparent direct correlations between the records could
well have arisen simply by chance. Wunsch (2003) ar-
rived at the same conclusion using cross-spectral anal-
ysis.

Another way to examine this is to consider the re-
lationship between the records on an event-by-event ba-
sis. There are 16 occasions between 80 and 20 ka where
the rate of change of the GISP2 record exceeds two
standard deviations (Fig. 8a), and it is clear that this
criterion picks out most of what are generally considered
the ‘‘rapid change’’ events in this interval. If large
events in the GISP2 record are regularly either echoed
or presaged in the Byrd record, we might expect to see
an indication of this. Compiled in Fig. 8b are the am-
plitudes and rate of change of the Byrd record for the
1500 yr either side of each of the rapid change events
identified in the GISP2 record (the same results hold
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FIG. 8. (a) GISP2 record. The diamonds denote the 16 distinct
events when the rate of change at GISP2 exceeds two standard de-
viations between 80 and 20 ka. Data was high-pass filtered at 10 kyr
using a Butterworth filter. (b) Amplitude and rate of change in the
Byrd record in a 1500-yr window either side of the rapid-change
events in GISP2. There are thus 16 points for plotted for each lead/
lag. The lines denote 95% confidence intervals assuming a Student’s
t distribution.

true also if longer lags are allowed). There are thus 16
points plotted at each lead and lag. Confidence limits
can be calculated assuming the points follow a Student’s
t distribution (e.g., von Storch and Zwiers 1999). At all
leads and lags considered, the 95% limits (and the data)
straddle zero for both the amplitude and rate of change
at Byrd. Thus, there is no strong indication that rapid
changes in GISP2 are reflected in Byrd in any consistent
way.

In apparent contrast, several recent studies have ar-
gued that, in fact, Byrd and GISP2 are strongly related,
but through an integral rather than a direct relationship.
Schmittner et al. (2003) suggest an interhemispheric
connection in which changes in the North Atlantic (as
recorded at GISP2) have a cumulative effect on the
Southern Ocean (as recorded at Byrd). Huybers (2004)
further argues that the data support a Southern Hemi-
sphere lead, although dating errors between the cores
make the phasing somewhat ambiguous. Both of these
studies base their analysis on simple models in which
the GISP2 data (after bandpass filtering) is shown to
correlate significantly with the (filtered) rate of change

at Byrd. In a similar vein, Stocker and Johnsen (2003)
also show that after bandpass filtering there is a high
correlation between the Byrd record and the time in-
tegral of the GISP2 record. This is mathematically sim-
ilar to the Schmittner et al. (2003) and Huybers (2004)
models, but has somewhat different implications for the
physics as we discuss later.

The question thus arises whether we can reconcile the
different results from direct comparison of the records
on the one hand (showing no compelling evidence of
significant shared variance, either in an average sense
or an event-by-event basis), and on the other hand, the
comparison of filtered Byrd and integrated GISP2
(showing evidence of a significant connection between
the records). To address this we conducted analyses sim-
ilar to those described above as follows. Figure 7b
shows the Byrd record compared with the integral of
the GISP2 record. Both records have been high-pass
filtered at 10 kyr to remove the influence of Milankovich
frequencies but not low-pass filtered. The integral is
formed simply from the cumulative sum of the filtered
record. Although there is a slight arbitrariness to this
integral, the results do not depend strongly on filter
cutoff frequency (between 20 and 5 kyr), nor on the
starting point of the integration. The maximum lag cor-
relation between the two time series is 20.6. Consistent
with Huybers’ (2004) results, we find that this exceeds
the maximum lag correlation obtained for random re-
alizations of a red noise process that is the best fit to
Byrd. These results strongly suggest that there is indeed
some shared signal between the two records on millen-
nial time scales. However, this connection is demon-
strated only after heavy filtering of the data, which also
removes much of the unshared variance. Furthermore,
while the apparent relationship in Fig. 7b is striking, it
appears that much of the shared signal is in the longer
6000-yr Heinrich events that dominate the earlier part
of the record, prior to 40 ka. We therefore repeated the
correlation analyses for sequential 30-kyr segments of
the records (i.e., from 80–50 down to 50–20 ka), and
find that the correlation decreases from 0.6 in the former
to 0.3 in the latter. This suggests—in accordance with
the qualitative interpretation of Blunier et al. (1998)—
that while for the biggest events there is coupling be-
tween the hemispheres, for the majority of millennial-
scale climate variations in GISP2 there is no demon-
strable corresponding signal in Byrd. Thus, a substantial
amount of the variance in Byrd must be thought of as
unrelated to GISP2. In the next few sections, we further
quantify these relationships by employing cross-spectral
analysis, and a series of simple linear models to evaluate
the character of this ‘‘unshared’’ variance and to esti-
mate its magnitude.

a. Cross-spectral analysis

The changing nature of the relationship between the
earlier and later halves of the records is borne out by



15 MAY 2004 1939R O E A N D S T E I G

FIG. 9. Cross spectral analysis of the GISP2 and Byrd records for
the full 80–20-ka interval, and subdivided into two halves: (a) cross-
correlation coefficient, (b) relative phase. Here Dt 5 200 yr, nearest-
neighbor interpolation. Windowed cross periodogram was made using
a Hanning window 1/5 the length of the time series. The dashed
horizontal line in (a) indicates the level above which significant cross
correlations can be inferred at the 95% confidence level. Also shown
is the effective bandwidth for the two difference intervals and ap-
proximate 95% confidence limits on the cross-spectral estimates.

cross-spectral analysis. Figure 9a shows that the sig-
nificant cross coherence between 1/2 and 1/10 kyr comes
almost entirely from the 80–50-kya interval. While there
is a slight hint of cross correlation between 50 and 20
ka at ;1/1.5 kyr, the different (and rapidly varying)
relative phase relationship (Fig. 9b) would suggest cau-
tion in interpreting its significance (it is not at all clear,
e.g., why ocean physics would integrate the signal only
in a narrow band). For the whole record the relative
phase of p/2 plus a linear trend in the band (1/7–1/2
kyr) is noted by Huybers (2004). This is consistent with
the derivative of Byrd leading GISP2. However sub-
dividing the data shows that this is not a robust rela-
tionship. Although spectral analysis is formally equiv-
alent, analysis in the time domain may sometimes give
a different interpretation, and to that end the next section
presents results from linear regression modeling.

b. Linear regression modeling

From the results above, it appears that there is a sig-
nificant connection between the Byrd and GISP2 rec-
ords, but with some component of uncorrelated vari-
ance. In this section, we use linear regression modeling
to estimate the magnitude of that variance. Specifically,
we attempt to ‘‘explain’’ Byrd as the linear combination
of AR(1), GISP2, and integral of GISP2. The four can-
didate models, following the discussion above, are

Byrd(t) 5 AR(1),

Byrd(t) 5 f GISP2(t 2 t ) 1 AR(1),1 lag

t2t lag

Byrd(t) 5 GISP2(t9) dt9 1 AR(1),E
ts

dByrd Byrd(t)
5 2 1 f GISP2(t 2 t )2 lagdt t

1 AR(0). (6)

The first, default model is simply an AR(1) process. The
second is a linear combination of GISP2 and AR(1).
The third and fourth models would be favored by the
results reviewed above that argue for a connection be-
tween the records. The third is a linear combination of
the integral of the GISP2 record and AR(1). The fourth
assumes that the rate of change of Byrd reflects its cur-
rent state, the GISP2 record and white noise [AR(0)].
The third and fourth models are thus similar except that
the third treats GISP2 and integrated memory separate-
ly, while the fourth integrates them together. In each
model where it is used, we allow for a lag in the GISP2
record (or its integral). Equations (6) are discretized,
model parameters are optimized to match the Byrd rec-
ord, and the residuals are evaluated for consistency with
white noise. The different models are compared using
an F test for the ratio of the magnitudes of the unex-
plained variance, adjusting for the respective degrees of
freedom (e.g., von Storch and Zwiers 1999). Table 3

shows the results for each of the models for the 50–20-
and 80–20-ka intervals. For the former, we present re-
sults for both the filtered and unfiltered time series (high-
pass filtering is required for the full 80–20-ka interval
to remove the influence of Milankovich forcing on the
correlations).

None of the other models are better than pure AR(1)
alone at the 95% significance level of the F test, if either
unfiltered or high-pass-filtered data are used. However,
this does not mean that there is no connection between
the records; as expected from the correlation results dis-
cussed above, excluding the higher frequencies by re-
doing the analyses with a 1000-yr rather than 200-yr
interpolation brings the F test statistics above 95%,
though only for the full 80–20-ka record (the signifi-
cance remains below 67% confidence if only 50–20 ka
is considered). Consistent with the cross-spectral anal-
ysis, these results reflect the relatively small fraction of
shared variance particularly in the more recent (50–20
ka) part of the record. The results for the Holocene also
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TABLE 3. Results of linear regression modeling. Here B and G2 refer to Byrd and GISP2. When filtered, a 10-kyr high-pass Butterworth
filter was used. Here amspe is the adjusted-mean-square error [the unexplained variance, adjusted for the number of model parameters (#P)].
The optimum lag and correlation coefficient are that between Byrd and GISP2 (or its integral), and for the best model fit. The last column
gives the F test significances for whether the model is a better explanation than AR(1) alone. For all results shown nearest-neightbor
interpolation and Dt 5 200 yr were used (except for the Holocene when 100 yr was used). Other interpolation intervals and methods do
not change the conclusions.

Model Interval (ka) Filt? #P amspe
Optimal lag

(yr)
Correlation

coef t 6 95%
F test

significance

B 5 AR(1)
B 5 G2 1 AR(1)
B 5 # G2 1 AR(1)

80–20
80–20
80–20

Y
Y
Y

2
4
4

0.451
0.441
0.403

—
2200

200

—
20.38
20.59

680 6 239
621 6 211
431 6 132

—
58%
83%

5 1 G2 1 AR(0)
dB 2B

dt t
80–20 Y 4 0.412 0 20.29 867 6 294 78%

B 5 AR(1)
B 5 G2 1 AR(1)
B 5 # G2 1 AR(1)

50–20
50–20
50–20

N
N
N

2
4
4

0.495
0.480
0.483

—
800

0

—
0.30

20.29

610 6 299
571 6 273
567 6 276

—
57%
56%

5 1 G2 1 AR(0)
dB 2B

dt t
50–20 N 4 0.464 0 20.16 938 6 286 65%

B 5 AR(1)
B 5 G2 1 AR(1)
B 5 # G2 1 AR(1)

50–20
50–20
50–20

Y
Y
Y

2
4
4

0.527
0.510
0.479

—
800

0

—
0.29

20.47

548 6 256
520 6 239
432 6 190

—
58%
72%

5 1 G2 1 AR(0)
dB 2B

dt t
50–20 Y 4 0.480 0 20.19 902 6 274 71%

B 5 AR(1)
B 5 G2 1 AR(1)
B 5 # G2 1 AR(1)

10.2–0.2
10.2–0.2
10.2–0.2

N
N
N

2
4
4

0.775
0.740
0.749

—
1400

0

—
20.23
20.25

118 6 59
118 6 59
117 6 59

—
59%
57%

5 1 G2 1 AR(0)
dB 2B

dt t
10.2–0.2 N 4 0.726 1400 20.31 232 6 74 63%

shown in Table 3 show low correlations and inconsistent
optimum lags, which suggest that not only is the integral
relationship weaker after 50 ka but that it also may not
hold in the Holocene. Note that both models 3 and 4
are essentially equally favored, meaning that we cannot
distinguish between a picture in which the Byrd records
reflects the integrated GISP2 signal in an essentially
direct way, from one in which GISP2 is part of the
general climate forcing being integrated by regional pro-
cesses. It is also important to note that these models do
not allow us to simply rule out AR(1) as the complete
explanation for Byrd; this would indicate however, that
the GISP2 record is a response to Byrd, plus additional
North Atlantic climate variability that is not expressed
at Byrd. [As already noted, Huybers’ (2004) results
slightly favor this interpretation.]

The adjusted mean square prediction error (amspe)
in Table 3 gives a measure of the minimum relative
magnitude of the white noise forcing required to explain
Byrd for each model. All tests show that more than 65%
of the variance remains unaccounted for, even for the
best model (number 3 for 80–20 ka, with filtering). This
‘‘unexplained’’ variance may be thought of equivalently
as that climate variability that is independent (i.e., un-
shared) between the two records.

6. Discussion

While supporting the contention that there is a sig-
nificant connection between the Northern and Southern
Hemispheres on millennial time scales, our results also

demonstrate that there is a considerable amount of var-
iance in both the GISP2 and Byrd ice core records that
cannot be explained by a simple lag/lead or integral
relationship between the two. Possibly, the fraction of
shared variance might increase if the cross dating of the
records could be further improved, particularly for the
higher-frequency events between 50 and 20 ka. How-
ever, an equally plausible conclusion is that the rela-
tively small magnitude of shared variance simply re-
flects the dominance of regional climate variability in
both records. Indeed, because our results show that
AR(1) is a self-consistent explanation for Byrd, a rea-
sonable picture of millennial-scale variability is one in
which Antarctic climate is essentially random (and does
not depend on climate variability elsewhere on the
globe). In this view, climate in Greenland would be
affected by Antarctic climate variability—as indicated
by the significance tests for the linear regression models
discussed above—but regional, North Atlantic processes
would nevertheless dominate the Greenland climate rec-
ords. Notably, whatever mechanisms determine the pac-
ing of the 1500-yr ‘‘cycle,’’ and of the threshold be-
havior in the Greenland climate, would not have to be
present in the Southern Hemisphere to be consistent
with these results. Although half the variance in the
Byrd record occurs at periodicities of 4000 yr and lon-
ger, the characteristic time scale of the physics driving
this variability is 600 6 300 yr. This result (reflecting
a basic property of red noise processes) serves to high-
light the general point that long time scale climate var-



15 MAY 2004 1941R O E A N D S T E I G

iability can reflect rather short time scale physics. For
much of the record, this time scale is sufficient, by itself,
to explain the magnitude of apparent correlations with
GISP2. An alternative possibility, of course, is that the
shared variance in the records reflects the integrated
response of Antarctic climate to the Greenland climate,
rather than the other way around. While in this case
Byrd would consist of more than simply an AR(1) pro-
cess, the fraction of variance accounted for by regional
processes would still exceed about 70% for millennial
time scales. Thus, at a minimum each of these records
reflects a substantial amount of independent variability.
We find that while there is strong evidence for a con-
nection between the two records during intervals around
the largest of the rapid events in GISP2 between 80 and
50 kyr, the bulk of the millennial-scale variability cannot
be demonstrated to have a common origin in both rec-
ords. From the standpoint of Antarctic climate vari-
ability therefore, any influence from Greenland may be
best thought of as being a component of the noise forc-
ing, which is integrated by regional processes in the
southern high latitudes.

For Greenland, the asymmetries and the strong 1500-
yr spacing in the GISP2 record preclude any simple
autoregressive process being a complete explanation of
the data. Indeed, it is important to note that while we
rejected simple stochastic resonance, our results do not
contradict the essential idea in Alley et al. (2001a): that
the rapid climate change events in GISP2 reflect a com-
bination of some threshold mechanism, plus an under-
lying process that sets the time scale of variability, plus
noise. On the other hand, our results do show that noise
plus relaxation physics alone [i.e., an AR(1) model]
explains a substantial amount of the variance in GISP2.
One conceptual picture therefore, is that North Atlantic
climate variability, as reflected in GISP2, results from
physics equivalent to an AR(1) process, plus a threshold
mechanism. The characteristic physical time scale that
provides the best fit of AR(1) to GISP2 is 4006200 yr.
Notably, various modeling studies have shown that
ocean thermohaline dynamics might account for the
characteristic rapid warming/slow cooling of the GISP2
events (e.g., Weaver and Sarachik 1991; Winton and
Sarachik 1993; Ganopolski and Rahmstorf 2001): a rap-
id turn-on (or shift) of North Atlantic Deep Water cir-
culation occurs after a gradual diffusive warming of the
deep ocean. While characteristic time scales for this
process in these models depends on model parameters
and in particular on diffusive mixing rates, reasonable
values for these parameters give rise to adjustment time
scales that are not inconsistent with our results (i.e., 400
6 200 yr). This does not, of course, account for the less
clear-cut comparison between AR(1) and stochastic res-
onance if only warming events are included, nor the
finding of Rahmstorf (2003) that the phase memory in
GISP2 is remarkably precise. The Greenland climate
records, therefore, remain enigmatic and deserving of
further research.

These results have important implications for the in-
terpretation of individual paleoclimate events. Our re-
sults strongly demonstrate that Northern and Southern
Hemisphere climate (as inferred from Greenland and
Antarctic ice core records, assumed to be broadly rep-
resentative of the high latitudes in each hemisphere) are
not linked in a direct way, as implied for example by
the global antiphase relationship implied by the widely
used term ‘‘seesaw.’’ As Fig. 8a illustrates, there is no
consistent lag or lead relationship at Byrd with the in-
stances of rapid warmings in GISP2. On the other hand,
a more complete picture of millennial-scale climate var-
iability in which linkage between the hemispheres is
significant, particularly for large-magnitude or long-du-
ration events, but in which regional climate processes
nevertheless dominate, is consistent with the observa-
tion that different records in different parts of the South-
ern Hemisphere have given such apparently contradic-
tory results. A case in point is the ongoing controversy
over whether the Younger Dryas identified in European
pollen records and in the Greenland ice cores should be
thought of as a global event. As inferred solely by com-
paring Byrd with GISP2 or GRIP, one might conclude
that the Younger Dryas was preceded some 1000 yr by
the Antarctic Cold Reversal (ACR; see our Fig. 1). Yet
the timing of the ACR in Byrd appears to be somewhat
later at that location than in East Antarctica (Jouzel et
al. 2001), while results from the East Antarctic Taylor
Dome ice core, in particular, suggest an ACR roughly
in phase with the Younger Dryas (Steig et al. 1998).
While the latter conclusion may not withstand further
examination of the Taylor Dome record [it has been
suggested that the Taylor Dome time scale needs to be
adjusted to better match the appearance of other East
Antarctic records; e.g., Mulvaney et al. (2000)] there
has been similar controversy over the presence or ab-
sence of the Younger Dryas elsewhere in the Southern
Hemisphere (and also in the Northern Hemisphere out-
side the North Atlantic). Our results suggest that, be-
cause regional processes have a large influence on mil-
lennial time scales, climate anomalies around the time
of the Younger Dryas may vary significantly in mag-
nitude, sign, and timing, even if this is a global-scale
event. The same argument would apply to other mil-
lennial-scale events during the last glacial period.

Our results also have implications for the underlying
physics in millennial-scale climate variability. In par-
ticular, one interpretation of the results from our third
linear regression model (section 5b) is that of Stocker
and Johnsen (2003), who suggest that the correct phys-
ical interpretation of the ‘‘integral of GISP2’’ is the
Southern Ocean acting as a heat reservoir that integrates
the Greenland climate signals with some characteristic
time scale (which would determine the phase relation-
ship—with Byrd lagging behind GISP2 by several hun-
dred years as shown in our analyses). Certainly, this is
consistent with evidence for significant decreases in the
Atlantic thermohaline circulation during millennial-
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scale cold intervals in Greenland, and is also consistent
with general circulation models that tend to show a glob-
al response to such decreases. Furthermore, the model
experiments tend to show changes that are large in the
North Atlantic region, but only modest elsewhere (e.g.,
Manabe and Stouffer 1988; Seager et al. 2002). Such
experiments also result in patchy, spatially heteroge-
neous climate variations in the Southern Hemisphere,
consistent with the conclusion that regional processes
should dominate individual climate records.

Our results would appear, then, to support the general
idea that linkage between the Northern and Southern
Hemispheres—when it is large enough to overwhelm
regional variability—occurs through ocean dynamics. In
contrast, we find our results more difficult to reconcile
with recent suggestions that atmospheric teleconnec-
tions with the Tropics, rather than variability in ocean
thermohaline circulation, play the dominant role in de-
termining millennial-scale climate variability at high lat-
itudes. Yin and Battisti (2001) and Clement et al. (2001),
for example, have argued that during glacial periods,
extratropical climates may be acutely sensitive to small
changes in tropical sea surface temperatures, in part
because enhanced atmospheric potential vorticity gra-
dients in a glacial climate allow for more effective at-
mospheric teleconnections. In the language of an au-
toregression model, the suggestion would be that the
high-latitude climate variability recorded in Byrd and
GISP2 reflects separate integrations (i.e., reddening) of
the same realization of tropical forcing. Experimenting
with the best-fit autoregressive processes for each rec-
ord, we find this simple picture would give rise to much
higher, direct correlations between the records than are
actually observed. This does not of course rule out some
role for the Tropics, but it does illustrate the point that,
to be consistent with the observations, some reddening
mechanism is required, and we find the simple argument
that this mechanism is the ocean to be compelling.

Finally, we note that the characteristic time scales for
the AR(1) processes that describe the unshared variance
in the records, themselves have implications for the
physics of the climate system. This aspect of the rec-
ords—sometimes referred to as the ‘‘background vari-
ance’’—can too easily be dismissed as uninteresting. Yet
because it actually accounts for most of the variance in
the records, it may reveal important information on the
dynamics of the system. In this context, it is significant
that, for both Byrd and GISP2, the characteristic time
scales of variability are quite different between glacial
and interglacial climates. This is strongly suggestive of
a profound change in the processes giving rise to climate
variability on millennial time scales. The absence of the
great continental-scale ice sheets of the Northern Hemi-
sphere is an obvious candidate (e.g., Schmittner et al.
2002). Also possible is a fundamental change in the
dynamics and sensitivity of the thermohaline circula-
tion, as suggested for instance by Ganopolski and
Rahmstorf (2001). An important point is that our results

do not contradict evidence for significant variability in
some components of the climate systems on relatively
long time scales during the Holocene. They do, however,
cast substantial doubt on the idea that there is an ap-
proximately constant pacesetter that persists through
both glacial and interglacial times (Alley et al. 2001a;
Bond et al. 1997). Understanding the processes that de-
termine the magnitude and characteristic time scales of
this ‘‘background variability’’ is an important and sub-
stantial challenge then, which we suggest is equal in
importance to understanding the rapid climate change
events in the Greenland records. Given the absence of
evidence for significant rapid climate change events in
the last 8000 yr, we further speculate that it may also
prove more relevant to understanding how the longer
time scale components of the climate system interact to
create variability in the modern, interglacial climate.
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