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Abstract

We describe a two-step algorithm for estimating dynamic games under the assumption that behavior is consistent with Markov perfect equilibrium. In the first step, the policy functions and the law of motion for the state variables are estimated. In the second step, the remaining structural parameters are estimated using the optimality conditions for equilibrium. The second step estimator is a simple simulated minimum distance estimator. The algorithm applies to a broad class of models, including industry competition models with both discrete and continuous controls such as the Ericson and Pakes (1995) model. We test the algorithm on a class of dynamic discrete choice models with normally distributed errors, and a class of dynamic oligopoly models similar to that of Pakes and McGuire (1994).
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1 Introduction

In many branches of applied economics, it has become common practice to estimate structural models of decision-making and equilibrium. With a few notable exceptions, most of this work has focused on static environments or on single-agent dynamic decision problems. Many economic policy debates, however, turn on quantities that are inherently linked to dynamic competition, such as entry and exit costs, the returns to advertising or R&D, the adjustment costs of investment, or the speed of firm and consumer learning. Estimating these dynamic parameters has been seen as a major challenge, both conceptually and computationally.

One reason for this is the perceived difficulty of incorporating information from a dynamic equilibrium into an estimation algorithm. Research on dynamic competition (e.g. Ericson and Pakes, 1995; Pakes and McGuire, 1994, 2001; Gowrisankaran and Town, 1997; and Benkard, 2004) has shown that computing an equilibrium for even relatively simple industry models is all but prohibitive. For models with the complexity usually required for empirical work, the situation is even bleaker. Even with advancing computer technology, computing equilibria over and over, as would be required in a typical estimation routine, seems out of the question. Moreover, dynamic games often admit a vast multiplicity of equilibria. This multiplicity greatly complicates the application of estimators that require computing equilibria and then matching these equilibria to observed data.

This paper develops a method for estimating dynamic models of imperfect competition that is straightforward to apply and does not require the ability to compute an equilibrium even once. The approach involves two steps. The first step is to recover the agents’ policy functions, as well as the probability distributions determining the evolution of the relevant state variables. This essentially involves regressing observed actions (such as investment, quantity, price, entry or exit) on observed state variables (such as demand or cost shifters, and firm and product characteristics). In an equilibrium model, agents have correct beliefs about their environment and the behavior of other agents. As a consequence, by estimating the probability distributions for actions and states, one effectively recovers the agents’ equilibrium beliefs.\footnote{Ching (2005) uses a similar approach to recover consumer’s beliefs about future prices in a model of dynamic demand.}

The second step is to find a set of structural parameters that rationalize the observed policies as a set of optimal decisions, or more precisely as a set of mutual best-responses. This parallels the second feature of equilibrium models, namely that agents maximize expected discounted profits given their beliefs. We represent the conditions for optimality
as a system of inequalities that require each agent’s observed behavior at each state be weakly preferred to the feasible alternatives. The model’s parameters are estimated as the solution to this system of inequalities. In practice, we apply a simple simulated minimum distance estimator that minimizes violations of the optimality conditions.

Our approach builds on a line of research, initiated by Rust (1987), on the estimation of single-agent dynamic discrete choice models. Rust showed that dynamic single-agent models could be estimated using a nested algorithm. His idea was to solve the agent’s dynamic decision problem for candidate parameter values and search for the value that yields predictions most closely aligned with the data. Hotz and Miller (1993) suggested a computationally convenient two-step alternative. Their estimator exploits the mapping in dynamic discrete choice problems between conditional choice probabilities and “choice-specific” value functions. Hotz and Miller estimate the probability distribution over choices at different states and use this to recover the agent’s value function. The estimated value function is then an input to a second stage estimate of the structural parameters, just as in our estimator.

Hotz and Miller’s approach has two features that make it a natural building block for estimating dynamic models of strategic interaction. The first is computational. Extending Rust’s method to games requires one to compute the full set of equilibria for candidate parameter values, when finding even a single equilibrium may be costly and difficult. In contrast, the two step approach does not require equilibrium computations. The two step approach also somewhat mitigates problems caused by multiple equilibria. So long as the data is generated by a single equilibrium, the first stage estimation recovers the correct value functions for that equilibrium. Therefore second stage parameter estimates will be consistent even if the estimated parameters would support other equilibria that are not observed in the data.

Recent work by Pakes, Ostrovsky and Berry (2006), Pesendorfer and Schmidt-Dengler (2003) and Aguirregabiria and Mira (2007) develop alternative extensions to the Hotz-Miller approach that can be used to estimate dynamic games where actions have a discrete choice structure. Their estimators and ours are conceptually similar, but differ in the specifics of implementation. Pesendorfer and Schmidt-Dengler is perhaps the most direct application of Hotz and Miller’s estimator; they also provide identification results for dynamic games. Pakes, Ostrovsky and Berry build their second-stage estimation around pooled moment conditions rather than maximum likelihood. We discuss this idea at length in Section 6.2.3. Aguirregabiria and Mira argue for an iterative ap-
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2Geweke and Keane (2001) and Imai, Jain, and Ching (2005) provide two additional approaches that may also be useful for estimating equilibrium models, but we have not investigated this.

3Ackerberg et al. (2007) provide a detailed discussion and comparison of the techniques in these papers.
plication of the Hotz and Miller two-step estimator, in which one uses the first round of estimates to generate new conditional choice probabilities and then re-runs the estimator. They show that iteration, if it converges, has attractive properties, something they earlier established for single agent models (Aguirregabiria and Mira, 2002). A potential benefit of iteration, which we discuss in Section 5, is that it allows one to include serially correlated unobserved state variables in the model.

The main substantive difference between our approach and these papers is that our estimator applies well beyond the discrete choice framework they consider. While some decisions, such as whether to enter or exit a market, are naturally modeled as discrete choices with an independent preference shock attached to each alternative, others are not. Decisions about price-setting, capacity, research, or capital investment are better viewed as continuous choices, perhaps with a stochastic component of marginal returns. Our estimation approach incorporates these types of continuous choices, as well as discrete choices, in a unified framework. We think this has particular value for estimating dynamic models of industry competition. For example, Ryan (2006) applies our estimator to study regulation in a model where firms make both continuous investment and discrete entry and exit decisions.5

In simple discrete choice settings, one can use matrix algebra to compute value functions from conditional choice probabilities in the first stage of estimation. In order to handle both discrete and continuous decisions, we instead use forward simulation. The use of simulation was suggested by Hotz et al. (1994), whose approach we follow. In the process we show how to exploit linearity to substantially reduce computation. If firms’ profit functions are linear in the unknown parameters, so too will be their value functions. Therefore, in computing firms’ value functions it is possible to simulate the expected value terms just once and scale them by different parameter values, rather than having to simulate the value functions many times. This significantly reduces the amount of time required for estimation.

Our second stage of estimation also differs somewhat from the papers mentioned above. We use a minimum distance estimator based on minimizing violations of the equilibrium conditions, rather than maximum likelihood or method of moments (though we also discuss a strategy based on moment conditions). Pesendorfer and Schmidt-Dengler (2007) provide a least-squares interpretation of these alternatives. A potential value to our approach is that it extends easily to models that are not point identified. Strategic

4Several papers have proposed techniques based on first-order conditions that are specifically designed to estimate dynamic games with continuous decisions. Jofre-Bonet and Pesendorfer (2003) provide an elegant analysis of repeated auctions, and Berry and Pakes (2000) propose an estimator that makes use of observed data on profits.

5See also Beresteanu and Ellickson (2006), Ryan and Tucker (2007), and Sweeting (2006) for other applications of the estimator.
models with discrete choices, such as entry models, may be only partially identified. That is, even with infinite data, one can only place the parameters within a restricted set (Bresnahan and Reiss, 1991; Ciliberto and Tamer, 2006; Haile and Tamer, 2003; and Pesendorfer and Schmidt-Dengler, 2003). Our estimation algorithm applies in this case, with little alteration, to produce bounds and confidence regions on the parameters of interest.

One general drawback to two-step estimators that is shared by our algorithm is that first-stage estimates do not fully exploit structure that may be imposed by the model. For instance, certain functional forms for policy or value functions may be incompatible with an equilibrium of the underlying model for the relevant parameter range, but estimation will not make use of this information. Our solution is to use a flexible first-stage model. This, however, is not a silver bullet because the noise from the first stage can lead to finite sample bias when combined with a non-linear second stage. A related problem, which we discuss in more detail in Section 5, is that two-step estimators appear to be more limited in their ability to handle serially correlated unobserved state variables.

Given this concern, we would like to assess whether the two-step approach can provide good estimates with reasonably sized data sets. To answer this question, we use Monte Carlo experiments to evaluate the efficiency and computational burden of our estimators. We consider two examples: a single agent discrete choice decision problem similar to that of Rust (1987), and a version of the Ericson and Pakes (1995) dynamic oligopoly model that has both discrete entry and exit decisions and continuous investment decisions. We find that the algorithm has very low computational burden and works surprisingly well even for relatively small data sets. For instance, in the dynamic oligopoly example, we find that even with data sets smaller than one might have in real-world applications, it is possible to recover the entry cost distribution nonparametrically with acceptable precision. We also provide estimates using a variation of the two stage estimator that is designed to reduce finite sample bias, and find that this version of the estimator performs particularly well.

The paper proceeds as follows. The next section introduces the class of models that we are interested in, and provides two specific examples. Sections 3 and 4 outline the estimation algorithm and provide the relevant asymptotic theory. Section 6 details how the algorithm applies to the two examples and provides Monte Carlo evidence on the performance of the estimator. Section 7 concludes the paper.
We start with a model of dynamic competition between oligopolistic competitors. The defining feature of the model is that actions taken in a given period may affect both current profits and, by influencing a set of commonly observed state variables, future strategic interaction. In this way, the model can permit aspects of dynamic competition such as entry and exit decisions, dynamic pricing or bidding, and investments in capital stock, advertising, or research and development. The model includes single agent dynamic decision problems as a special case.

There are $N$ firms, denoted $i = 1, ..., N$, who make decisions at times $t = 1, 2, ..., \infty$. Conditions at time $t$ are summarized by a commonly observed vector of state variables $s_t \in S \subset \mathbb{R}^L$. Depending on the application, relevant state variables might include the firms' production capacities, their technological progress up to time $t$, the current market shares, stocks of consumer loyalty, or simply the set of incumbent firms.

Given the state $s_t$, firms choose actions simultaneously. These actions might include decisions about whether to enter or exit the market, investment or advertising levels, or choices about prices and quantities. Let $a_{it} \in A_i$ denote firm $i$’s action at time $t$, and $a_t = (a_{1t}, ..., a_{Nt}) \in A$ the vector of time $t$ actions.

We assume that before choosing its action, each firm $i$ receives a private shock $\nu_{it}$, drawn independently across agents and over time from a distribution $G_i(\cdot|s_t)$ with support $V_i \subset \mathbb{R}^M$. The private shock might derive from variability in marginal costs of production, due for instance to the need for plant maintenance, or from variability in sunk costs of entry or exit. We denote the vector of private shocks as $\nu_t = (\nu_{1t}, ..., \nu_{Nt})$.

Each firm’s profits at time $t$ can depend on the state, the actions of all the firms, and the firm’s private shock. We denote firm $i$’s profits by $\pi_i(a_t, s_t, \nu_{it})$. Profits include variable returns as well as fixed or sunk costs incurred at date $t$, such as entry costs or the sell-off value of an exiting firm. We assume firms share a common discount factor $\beta < 1$.

Given a current state $s_t$, firm $i$’s expected future profit, evaluated prior to realization of the private shock, is

$$
E \left[ \sum_{\tau=t}^{\infty} \beta^{\tau-t} \pi_i(a_{\tau}, s_{\tau}, \nu_{i\tau}) \left| s_t \right. \right].
$$

The assumption of independence across agents can be relaxed in some settings. One example is if each firm has a single dimension of private information and takes an action that is strictly increasing in its shock, as in a repeated private value auction. The added complication is that one must account for the correlation of opponent actions in first stage policy function estimation.
The expectation is over \( i \)'s private shock and the firms' actions in the current period, as well as future values of the state variables, actions and private shocks.

The final aspect of the model is the transition between states. We assume that the state at date \( t + 1 \), denoted \( s_{t+1} \), is drawn from a probability distribution \( P(s_{t+1}|a_t, s_t) \). The dependence of \( P(\cdot|a_t, s_t) \) on the firms' actions \( a_t \) means that time \( t \) behavior, such as entry/exit decisions or long-term investments, may affect the future strategic environment. Not all state variables necessarily are influenced by past actions; for instance, one component of the state could be an i.i.d. shock to market demand.

To analyze equilibrium behavior, we focus on pure strategy Markov perfect equilibria (MPE). In an MPE, each firm's behavior depends only on the current state and its current private shock. Formally, a Markov strategy for firm \( i \) is a function \( \sigma_i : S \times V_i \rightarrow A_i \). A profile of Markov strategies is a vector, \( \sigma = (\sigma_1, ..., \sigma_n) \), where \( \sigma : S \times V_1 \times ... \times V_N \rightarrow A \).

If behavior is given by a Markov strategy profile \( \sigma \), firm \( i \)'s expected profit given a state \( s \) can be written recursively:

\[
V_i(s; \sigma) = \mathbb{E}_\nu \left[ \pi_i(\sigma(s, \nu), s, \nu_i) + \beta \int V_i(s'; \sigma)dP(s'|\sigma(s, \nu), s) \right].
\]

Here \( V_i \) is firm \( i \)'s ex ante value function in that it reflects expected profits at the beginning of a period before private shocks are realized. We will assume that \( V_i \) is bounded for any Markov strategy profile \( \sigma \).

The profile \( \sigma \) is a Markov perfect equilibrium if, given the opponent profile \( \sigma_{-i} \), each firm \( i \) prefers its strategy \( \sigma_i \) to all alternative Markov strategies \( \sigma_i' \). That is, \( \sigma \) is a MPE if for all firms \( i \), states \( s \), and Markov strategies \( \sigma_i' \),

\[
V_i(s; \sigma) \geq V_i(s; \sigma_i', \sigma_{-i}) = \mathbb{E}_\nu \left[ \pi_i(\sigma_i'(s, \nu_i), \sigma_{-i}(s, \nu_{-i}), s, \nu_i) + \beta \int V_i(s'; \sigma_i')dP(s'|\sigma_i'(s, \nu_i), \sigma_{-i}(s, \nu_{-i}), s) \right].
\]

Doraszelski and Satterthwaite (2007) provide conditions for equilibrium existence in a closely related model. Here, we simply assume that an MPE exists, noting that there could be many such equilibria.

The structural parameters of the model are the discount factor \( \beta \), the profit functions \( \pi_1, ..., \pi_N \), the transition probabilities \( P \), and the distributions of the private shocks \( G_1, ..., G_N \). For econometric purposes, we treat the discount factor \( \beta \) as known and estimate the transition probabilities \( P \) directly from the observed state transitions. We assume the profit functions and the private shock distributions are known functions indexed by a finite parameter vector \( \theta \): \( \pi_i(a, s, \nu_i; \theta) \) and \( G_i(\nu_i|s; \theta) \). The goal of estimation
is to recover the true value of $\theta$, denoted $\theta_0$, under the assumption that the data is generated by equilibrium behavior. Before describing our approach to estimation, however, we introduce two examples that we will use to illustrate our procedure.

2.1 Example: Dynamic Discrete Choice

Our first application is to dynamic discrete choice settings. In a discrete choice model, each agent $i$ chooses its action at date $t$ from a finite set of actions $A_i$. The state $s_t$ includes variables observed by the economist, while $\nu_{it}$ is typically assumed to be a vector of choice-specific preference shocks $\{\nu_{it}(a_i)\}_{a_i \in A_i}$ that are additively separable in the profit function so $\pi_i(a_t, s_t, \nu_{it}; \theta) = \tilde{\pi}_i(a_t, s_t; \theta) + \nu_{it}(a_{it})$.

A classic example of dynamic discrete choice is the machine replacement problem in Rust (1987). A single manager owns a machine that operates each period. The state variable is the machine’s age $s_t \in \{1, ..., M\}$. At date $t$, the manager chooses whether to replace the machine ($a_t = 1$), or maintain it ($a_t = 0$) in which case the machine ages by one period. If the machine reaches age $M$, it remains $M$ years old until it is replaced.

The manager’s per-period profit is (dropping $i$ subscripts as there is a single agent)

$$\pi(a, s, \nu; \theta) = \begin{cases} -\mu s + \nu(0) & \text{if } a = 0 \\ -R + \nu(1) & \text{if } a = 1 \end{cases},$$

where $\mu s - \nu(0)$ is the cost of maintaining the machine, $R - \nu(1)$ is the cost of replacement, and the parameters are $\theta = (\mu, R)$. A Markov policy $\sigma(s, \nu)$ specifies whether or not to replace the machine given the state $s$ and shock $\nu$. An optimal policy has a cut-off form: $\sigma(s, \nu) = 1$ if and only if $\nu(1) - \nu(0) \geq \eta(s)$, where $\eta(\cdot)$ is decreasing in the machine age $s$, consistent with the idea that older machines are more often replaced.

2.2 Example: Dynamic Oligopoly

Our second application is to a class of dynamic oligopoly models based on Ericson and Pakes (1995) and Pakes and McGuire (1994). In these models, there is a set of incumbent firms and a large number of potential entrants. Incumbent firms are heterogeneous, with each firm described by its state $z_{it} \in \{1, 2, ..., z\}$. Depending on the application, these states might represent product quality, capital stock or productivity. Potential entrants have $z_{it} = 0$. In a given period, each incumbent can make an investment $I_{it} \geq 0$ to improve its state for the next period. Investment outcomes are random and a firm’s investment has no direct effect on the state of the other firms.
Firms earn a profit by competing in a spot market. If firm $i$ is an incumbent in period $t$, it earns

$$q_{it} (p_{it} - mc(q_{it}, s_t; \mu)) - C(I_{it}, \nu_{it}; \xi),$$

(1)

where $p_{it}$ is firm $i$'s price, $q_{it} = q_i(s_t, p_t; \lambda)$ is the quantity it sells, $mc(\cdot)$ is the marginal cost of production, $\nu_{it}$ represents a private shock to the cost of investment, and $\lambda, \mu, \xi$ are parameters. The state $s_t$ includes at least the individual firm states and perhaps additional variables such as a common demand shock.

The typical assumption is that prices and quantities do not influence the evolution of the state variables. Instead they are determined in a static equilibrium conditional on the current state. In our Monte Carlo experiments in Section 6.2, we model the spot equilibrium as Bertrand-Nash in prices.

The model also allows for entry and exit. In period $t$, each incumbent firm can choose to exit the market at the end of the period and receive a fixed scrap value, $\phi$. In addition, one potential entrant, selected randomly, has the opportunity to enter at a privately observed cost $\nu_{et}$, drawn from a distribution $G_e$.

In equilibrium, incumbents make investment and exit decisions to maximize expected profits. So each incumbent $i$ uses an investment strategy $I_i(s, \nu_i)$ and exit strategy $\chi_i(s, \nu_i)$. Because there are a large number of potential entrants, each follows a strategy $\chi_e(s, \nu_e)$ that calls for it to enter if the expected profit from doing so exceeds its entry cost. In our Monte Carlo experiments, we focus on symmetric equilibria, meaning each incumbent’s strategy is the same function of its own state and opponent states, and is invariant to permutations of opponent states.

3 First Stage Estimation: Policy Functions, State Transitions and Value Functions

Our estimation approach proceeds in two steps. The goal of the first stage is to estimate the state transition probabilities $P(s'|a, s)$ and equilibrium policy functions $\sigma(s, \nu)$. The second stage uses the equilibrium conditions described above to estimate the structural parameters $\theta$.

In this section, we start by describing the assumptions required to connect the data to the theoretical model. We then discuss the first stage estimation and describe a simulation procedure that uses the estimated state transitions and policy functions to recover the
equilibrium value functions $V_1(s; \sigma), \ldots, V_N(s; \sigma)$. The next section of the paper explains how to estimate the parameters of the payoff functions and private shock distributions using the estimated value functions.

We should also note that in many cases some of the parameters of the profit function can be estimated without using the approach described below. For instance, in our dynamic oligopoly application, recovering the costs of investment, entry and exit requires the full dynamic model, but the demand and marginal cost parameters can be estimated using standard static methods (e.g., Berry, 1994; Berry, Levinsohn, and Pakes, 1995). For expositional purposes we will not consider this possibility explicitly, although it is easily handled by simply assuming that profit function parameters that can be estimated using static methods are included in the vector of first stage parameters.

3.1 The Data Generating Process

Data for estimation may come from a single market or a set of similar markets. For each market, we assume that the data at time $t$ consist of the actions $a_t$ and the complete vector of state variables $s_t$. We discuss the possibility of unobserved state variables in Section 5. Our main assumption is that for each market, the data are generated by the same Markov perfect equilibrium of the above model.

Assumption ES (Equilibrium Selection) The data are generated by a single Markov perfect equilibrium profile $\sigma$.

This assumption is relatively unrestrictive if the model has a unique equilibrium. It is stronger if the model has many equilibria and particularly if one wishes to pool data from many markets. Provided the state space is not expanded to include an identifier for each market, Assumption ES requires that equilibrium selection is consistent across markets.

3.2 Estimating the Policy Functions and State Transitions

The first step of our approach is to estimate the policy functions, $\sigma_i : S \times \mathcal{V}_i \rightarrow A_i$, and state transition probabilities, $P : A \times S \rightarrow \Delta(S)$. In practice, the best methods for doing this will depend on the application, so here we provide only an outline of the approach and details for two important cases.
Assuming the full vector of state variables and actions is observed, the main choice in estimating the transition probabilities is how flexible a specification to adopt. Because the transition probabilities are a model primitive, they would often be parameterized and estimated using parametric methods such as maximum likelihood. Alternatively, non-parametric methods can be used if one has little prior knowledge on the form of the state transitions. For instance, if the number of actions and states is small, the observed transition frequencies can be used as an estimate of $P$.

Estimating the policy functions may be more demanding, both because they are functions of the unobserved private shocks and because they result from equilibrium play. As a result, the optimal strategy and techniques may depend heavily on the specifics of the dynamic model. Here we discuss the two cases we believe will be encountered most often. The first is discrete choice with choice-specific payoff shocks, where we follow the literature on single-agent dynamic estimation, especially Hotz and Miller (1993) and Hotz et al. (1994). The second is continuous choice where the optimal action is monotone in a private shock, where our approach is new.

One general point to emphasize about first-stage estimation is that an overly restrictive parametric assumption may yield policy functions that are inconsistent with an equilibrium of the underlying model. This means there is a benefit to flexible estimation. With a large number of states, flexibility may be difficult to achieve in practice, although dynamic models often have general structure — such as symmetry, constant returns, or monotonicity of optimal policies in certain state variables — that can be exploited in estimation.

### 3.2.1 Policy Function Estimates: Discrete Choice

If firms choose from a finite set of actions, it is natural to adopt the traditional discrete choice framework outlined in Section 2.1. The key assumption for this approach is that each firm’s private shock takes the form of a vector of choice-specific shocks that enter additively into the profit function.

**Assumption DC (Discrete Choice)** For each firm $i$, $A_i = \{0, 1, ..., K_i\}$, the profit shock $\nu_i$ is a vector of choice-specific shocks $(\nu_i(a_i))_{a_i \in A_i}$, and the profit function is additively separable: $\pi_i(a, s, \nu_i) = \tilde{\pi}_i(a, s) + \nu_i(a_i)$.

Note that assumption DC together with our earlier assumptions implies Rust’s (1994) assumptions of additive separability and conditional independence.
Given Assumption DC, let \( v_i(a_i, s) \) denote the *choice-specific value function*:

\[
v_i(a_i, s) = \mathbb{E}_{\nu_{-i}} \left[ \tilde{\pi}_i(a_i, \sigma_{-i}(s, \nu_{-i}), s) + \beta \int V_i(s'; \sigma) dP(s'|a_i, \sigma_{-i}(s, \nu_{-i}), s) \right].
\]

With this notation, firm \( i \) optimally chooses an action \( a_i \) that satisfies

\[
v_i(a_i, s) + \nu_i(a_i) \geq v_i(a'_i, s) + \nu_i(a'_i) \quad \forall a'_i \in A_i.
\]

Equation (2) represents the policy rule to be estimated in the first stage. Clearly this requires estimating the choice-specific value functions \( v_i(a_i, s) \) for each action \( a_i \) and state \( s \). One can apply well-known methods to estimate these functions from observed choice data. In particular, Hotz and Miller (1993) show how to recover the choice-specific value functions by inverting the observed choice probabilities at each state. To illustrate their approach, suppose the private shocks have a Type 2 extreme value distribution, so that we have a logit choice model. Then for any two actions \( a_i, a'_i \in A_i \),

\[
v_i(a'_i, s) - v_i(a_i, s) = \ln(Pr(a'_i|s)) - \ln(Pr(a_i|s)),
\]

where \( Pr(a_i|s) \) is the probability of observing choice \( a_i \) in state \( s \), which is easily estimated.

As a general rule, discrete choice methods such as the Hotz-Miller inversion only permit one to recover differences in the choice-specific value functions. Identifying the levels of these functions requires a normalization, such as setting \( v_i(a_i = 0, s) = 0 \) for all \( s \in S \). To estimate the policy rules \( \sigma_i \), however, it suffices to recover the differences, as is apparent from (2).

Two observations may be useful. First, in the logit example the distribution of firm \( i \)'s choice-specific shocks \( G_i(\cdot) \) is assumed to be known (i.e., it is not a function of \( \theta \)). As a result, the Hotz-Miller inversion does not depend on any unknown parameters. More generally, the inversion may depend on unknown parameters of the distribution of private shocks, in which case the policy function could be recovered only as a function of these parameters. We discuss this issue further below.

Second, in many industrial organization applications, one may want to allow for relatively large state spaces. In this case, a state-by-state inversion approach is likely to generate very noisy estimates of the policy functions. Instead it may be preferable to smooth the estimates across states. This could be done by modeling the choice-specific value functions \( v_i(\cdot) \) as flexibly parameterized functions of the actions and states. (Alternatively, Hotz and Miller use kernel methods.) As noted above, theoretical restrictions from the model, such as a focus on symmetric equilibria, may allow for much better use of limited data.
3.2.2 Policy Function Estimates: Continuous Choice

Many applications of our general model, such as models of dynamic pricing or bidding, and models of investment in product quality or advertising, involve choices that do not naturally have the kind of discrete choice structure described above. Instead optimal policies have the form $a_i = \sigma_i(s, \nu_i)$, where $a_i \in A_i \subset \mathbb{R}$ is an action such as investment or price and $\nu_i$ is a single-dimensional private shock. Typically policies satisfy the additional property that the optimal policy is increasing in the private shock. We propose a method for estimation that covers this leading case, and discuss extensions to multi-dimensional actions (e.g., investment in quality and advertising) below.

**Assumption MC (Monotone Choice)** For each agent $i$, $A_i, V_i \subset \mathbb{R}$, and $\pi_i(a, s, \nu_i)$ has increasing differences in $(a_i, \nu_i)$.

This assumption, which is equivalent to $\partial^2 \pi_i / \partial a_i \partial \nu_i \geq 0$ if $\pi_i$ is twice-differentiable, implies that $\nu_i$ affects the marginal return to higher actions (e.g., it might affect the marginal cost of investment). By Topkis' Theorem, it implies that firm $i$'s optimal policy $\sigma_i(s, \nu_i)$ will be increasing in $\nu_i$.

To exploit this monotonicity in estimation, let $F_i(a_i|s)$ denote the probability that firm $i$ takes an action less than or equal to $a_i$ at state $s$. This quantity is observed in the data. Because $\sigma_i(s, \nu_i)$ is increasing in $\nu_i$, $F_i(a_i|s) = \Pr (\sigma_i(s, \nu_i) \leq a_i | s) = G_i (\sigma_i^{-1}(a_i|s); \theta)$. Substituting $a_i = \sigma_i(s, \nu_i)$ and re-arranging, we have for all $(s, \nu_i)$:

$$\sigma(s, \nu_i) = F_i^{-1}(G_i(\nu_i|s; \theta)|s).$$

Therefore to estimate the policy function at a given state $s$, one need only estimate the distribution of actions at each state $F_i(a_i|s)$, and have knowledge of $G_i$. As an example, consider the dynamic oligopoly model. In that model, each firm has an investment policy function given by $I_i(s, \nu_i)$. Suppose further that $\nu_i \sim N(0, \sigma^2)$. Then the policy function $I(\cdot)$ could be estimated by estimating $F(I|s)$ using the data, inverting it at each point $s$, and evaluating it at $\Phi(\nu_i/\sigma)$, where $\Phi$ denotes the normal cdf.

The two observations made in the discrete choice case apply here as well. First, the policy function estimates may depend on any unknown parameters of $G_i$. Second, in practice it may be desirable to smooth the estimates of $F_i$ across states and to impose any known theoretical restrictions on $F_i$ such as symmetry.

---

7 The policy function may be only weakly increasing rather than strictly increasing. For expositional purposes, we consider the strictly increasing case, but the approach also works for the weakly increasing case with minor notational adjustments. One example where the optimal action is weakly increasing is when $A_i$ is discrete but ordered and $V_i$ is continuous; our method applies here as well.
3.3 Estimating the Value Functions

The purpose of estimating the equilibrium policy functions is that they allow us to construct estimates of the equilibrium value functions, which can be used in turn to estimate the structural parameters of the model. In this section, we show how forward simulation can be used to estimate firms' value functions for given strategy profiles (including the equilibrium profile) given an estimate of the transition probabilities $P$.

Our approach is inspired by Hotz et al. (1994), although it differs slightly in that we draw states and private shocks each period and compute actions, while they directly simulated states and actions and relied on the specific structure of the logit model to compute the contribution of the private shock to payoffs.

Let $V_i(s; \sigma; \theta)$ denote the value function of firm $i$ at state $s$ assuming firm $i$ follows the Markov strategy $\sigma_i$ and rival firms follow the strategy $\sigma_{-i}$. Then

$$V_i(s; \sigma; \theta) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \beta^t \pi_i(\sigma(s_t, \nu_t), s_t, \nu_{it}; \theta) \mid s_0 = s; \theta \right],$$

where the expectation is over current and future values of the private shocks $\nu_t$ and states $s_t$. Note that the expectation may depend on $\theta$ both through the profit function $\pi_i$ and through the distributions of private shocks, $G_1, \ldots, G_N$.

Given a first-stage estimate $\hat{P}$ of the transition probabilities, we can use simulation to estimate the value function $V_i(s; \sigma; \theta)$ for any strategy profile $\sigma$ and parameter vector $\theta$. A single simulated path of play can be obtained as follows:

1. Starting at state $s_0 = s$, draw private shocks $\nu_{i0}$ from $G_i(\cdot|s_0, \theta)$ for each firm $i$.
2. Calculate the specified action $a_{i0} = \sigma_i(s_0, \nu_{i0})$ for each firm $i$, and the resulting profits $\pi_i(a_{i0}, s_0, \nu_{i0}; \theta)$.
3. Draw a new state $s_1$ using the estimated transition probabilities $\hat{P}(\cdot|a_{i0}, s_0)$.
4. Repeat steps 1-3 for $T$ periods or until each firm reaches a terminal state with known payoff (e.g., exit from the market).\(^8\)

Averaging firm $i$'s discounted sum of profits over many simulated paths of play yields an estimate of $V_i(s; \sigma; \theta)$, which we denote $\hat{V}_i(s; \sigma; \theta)$. Such an estimate can be obtained

\(^8\)Our asymptotic results will assume $T \to \infty$ to drive the simulation error to zero, but in practice one can stop when $\beta^T$ becomes insignificantly small relative to the simulation error generated by averaging over only a finite number of paths.
for any \((\sigma, \theta)\) pair, including \((\hat{\sigma}, \theta)\), where \(\hat{\sigma}\) is the policy profile that results from first stage estimation. It follows that \(\hat{V}_i(s; \hat{\sigma}; \theta)\) is an estimate of firm \(i\)'s payoff from playing \(\hat{\sigma}_i\) in response to opponent behavior \(\hat{\sigma}_{-i}\), and \(\hat{V}_i(s; \sigma_i, \hat{\sigma}_{-i}; \theta)\) is an estimate of its payoff from playing \(\sigma_i\) in response to \(\hat{\sigma}_{-i}\), in both cases conditional on parameters \(\theta\). Below we show how such estimates, combined with the equilibrium conditions of the model, permit estimation of the underlying structural parameters.

### 3.3.1 Using Linearity to Reduce Computation

The forward simulation procedure allows a relatively low-cost estimate of the value functions for different strategy profiles given a parameter vector \(\theta\). In an estimation algorithm that searches over parameters, however, the procedure must be repeated for each candidate parameter value (even if the same simulation draws are used throughout). Fortunately, there is one particularly useful case where this additional computation can be avoided.

Suppose the distribution of private shocks is known and the profit function is linear in the unknown parameters \(\theta\) so that

\[
\pi_i(a, s, \nu_i; \theta) = \Psi_i(a, s, \nu_i) \cdot \theta,
\]

where \(\Psi_i(a, s, \nu_i)\) is an \(M\)-dimensional vector of “basis functions” \(\psi^1_i(a, s, \nu_i), ..., \psi^M_i(a, s, \nu_i)\). If \(\pi_i\) is linear in \((a, s, \nu_i)\), the functions \(\psi^j_i\) are simply the elements of \((a, s, \nu_i)\), but more generally the basis functions could be polynomials or more complicated functions of \((a, s, \nu_i)\).

Under these assumptions, we can write the value functions as

\[
V_i(s; \sigma; \theta) = \mathbb{E}
\left[
\sum_{t=0}^{\infty} \beta^t \Psi_i(s, \nu_t) \bigg| s_0 = s \right] \cdot \theta = W_i(s; \sigma) \cdot \theta. \tag{3}
\]

Again the expectation is over current and future values of the private shocks and states. The useful simplification is that \(W_i = (W^1_i, ..., W^M_i)\) does not depend on the unknown parameters \(\theta\). Therefore for any strategy profile \(\sigma\), one can use the forward simulation procedure once to estimate each \(W_i\) and then obtain \(V_i\) easily for any value of \(\theta\).

The main restriction needed to achieve this computational savings is that the profit function be linear in the unknown parameters. A number of standard models have this feature. Entry, exit, and fixed cost parameters enter additively into a firm’s profit function. Similarly, investment cost and marginal cost parameters typically enter profits
linearly. So, for instance, the value functions in the dynamic oligopoly model described above will be linear in the parameters that are unknown at the time of value function estimation. We take advantage of this property in our Monte Carlo experiments in Section 6.

The derivation of (3) above assumes that $G_1, ..., G_N$ are known. If $G_1, ..., G_N$ are functions of unknown parameters, it may still be possible to obtain an expression for $V_i$ that is linear in parameters. For example, if $\nu_{it}$ is $N(\mu, \kappa^2)$, where $\mu$ and $\kappa$ are unknown parameters, and $\pi_i$ contains the term $a_{it}\nu_{it}$, this term can be written as $a_{it}(\mu + \kappa \omega_{it})$ where $\omega_{it}$ is $N(0, 1)$. Linearity also can be exploited if $V_i$ is linear in some parameters, but not others. The idea here would be to maximize the second stage objective function in two steps, with an inner step that maximizes the objective over the linearized parameters, and an outer step that maximizes the inner step objective over the nonlinear parameters. This kind of nested optimization procedure is likely to significantly reduce computational burden.

Of course, it is also easy to write down models that are not linear in parameters, so we will not assume linearity in what follows. The general case is conceptually straightforward and the computational burden may often still be low using our methods.

3.4 First Stage Estimation: Discussion and Extensions

So far we have suggested methods for dealing with either a single discrete choice or a single continuous choice in isolation. In many applications, such as our dynamic oligopoly example, firms may make several simultaneous choices and receive several private shocks. This is straightforward to handle if the decisions can be cleanly separated, but potentially more complicated if multiple shocks enter a given policy function. In that case, the policy function may not be identified from the data. Our method requires that one be able to consistently estimate each firm’s policy function, so this may limit our ability to estimate certain models.

An important point regarding the first stage estimation concerns which realizations of the state variables are observed in the data. Under Assumptions ES and either DC or MC, the firms’ policy functions can be estimated consistently at any state $s$ that is the support of the data generating process. Similarly the transition probabilities $P$ can be consistently estimated for these states. Consistent estimation of the value functions

---

*Note that the distribution of actions given states, $F(a|s)$ will still be observed. The identification problem arises in translating this distribution into policy functions. For example, if a firm has private information each period about both demand and marginal cost, we may not be able to consistently estimate its pricing policy as a function of these two shocks.*
$V_1, \ldots, V_N$ at a state $s$ requires somewhat more, namely that the transition probabilities and policy functions can be estimated not only at $s$, but also at all states reachable from $s$ with positive probability in equilibrium.

A potential difficulty in obtaining consistent first-stage estimates is that some states $s$ may never be reached in equilibrium. For instance, in our dynamic oligopoly example, the number of incumbent firms may never exceed some fixed upper bound in equilibrium. More precisely, the general model above generates a Markov process on the state space that may have an invariant distribution with a support that is significantly smaller than the entire state space. Depending on what type of data is available, it may not be possible to consistently estimate the policy functions or value functions at states outside this support. In practice one can try to overcome this in two ways. One possibility is to make a parametric assumption on the form of the policy functions and transition probabilities and extrapolate to states that are not observed in the data. Another possibility is to recognize the lack of identification and in our second stage omit the equilibrium conditions for states that don’t appear in the data.\textsuperscript{10}

Finally, we have so far ruled out the possibility of serially correlated unobserved state variables. We return to this issue in Section 5 after we discuss second stage estimation.

4 Second Stage Estimation: Recovering the Structural Parameters

The first stage generates estimates of the firms’ equilibrium policy functions, the state transitions and the value functions. In this section, we explain how to combine these estimates with the equilibrium conditions of the model to recover, or at least bound, the structural parameters of the model.

To simplify this second stage problem, we henceforth assume that the policy function and transition probabilities are parameterized by a finite parameter vector $\alpha$, and that this vector can be consistently estimated at the first stage.

\textbf{Assumption S1} The policy functions $\sigma_i(s, \nu_i; \alpha)$ and transition probabilities $P(s_{t+1}|s_t, a_t; \alpha)$ are parameterized by a finite parameter vector $\alpha$, and there exists a consistent es-

\textsuperscript{10}Though we will not focus on it, the possibility of unrealized states could have a substantive consequence for what the data reveals about parameters of firms’ profit functions that are relevant only along “off equilibrium” paths. An example of this would be parameters determining the payoffs in a punishment regime that is never triggered in equilibrium.
imiter \( \hat{\alpha}_n \) with the property that \( \sqrt{n}(\hat{\alpha}_n - \alpha_0) \overset{d}{\longrightarrow} N(0, V_{\alpha}) \), where \( \alpha_0 \) is the true parameter generating the data.

This assumption permits a non-parametric first stage with discrete action and state spaces or a parametric first stage with continuous actions and states. It rules out a non-parametric first stage with continuous actions or states. Hotz and Miller (1993) use a non-parametric kernel estimator to address the discrete action, continuous state case. Bajari, Chernozhukov, and Hong (2005) consider this same case using sieve estimation methods in the first stage. We are optimistic that our approach could be shown to work for a nonparametric first stage with continuous actions on a continuous state space, but we leave this for future research.

4.1 The Equilibrium Conditions

Our second stage estimator makes use of the model’s equilibrium conditions. Recall that the strategy profile \( \sigma \) is a Markov perfect equilibrium if and only if for all firms \( i \), all states \( s \) and all alternative Markov policies \( \sigma'_i \),

\[
V_i(s; \sigma_i, \sigma_{-i}; \theta) \geq V_i(s; \sigma'_i, \sigma_{-i}; \theta).
\]  

The equilibrium inequalities (4) define a set of parameters that rationalize the strategy profile \( \sigma \) in the sense that \( \sigma \) is a Markov perfect equilibrium of the game defined by \( P \) and \( \theta \). Let \( \Theta_0 \) denote this set:

\[
\Theta_0(\sigma, P) := \{ \theta : \theta, \sigma, P \text{ satisfy (4) for all } s, i, \sigma'_i \}.
\]

The goal of second stage estimation is to recover \( \Theta_0 \) from using our first stage estimates of \( \sigma \) and \( P \).

Depending on the model and its parameterization, the set \( \Theta_0 \) may or may not be a singleton. This is the problem of identification, studied in the context of single-agent dynamic decision problems by Rust (1994) and Magnac and Thesmar (2002), and in the context of dynamic games by Pesendorfer and Schmidt-Dengler (2003) and Bajari, Chernozhukov, and Hong (2005). These papers show that while point identification is often possible, it requires fairly strong assumptions, particularly in the multi-agent case.\(^{11}\) Even without it, however, knowledge of the set \( \Theta_0 \) may convey useful information

\(^{11}\)These papers show that in a strategic setting, nonparametric identification requires a set of state variables that affect the profit functions of some but not all firms. This requirement is analogous to the
about the underlying parameters (e.g. Manski and Tamer, 2002; Haile and Tamer, 2003; Ciliberto and Tamer, 2006).

We therefore consider two alternative estimators. The first estimator requires that the model be identified; it yields standard point estimates of the parameters. The second estimator does not rely on identification; it yields consistent “bounds” estimates of the identified set of parameters.

Both estimators follow the same basic outline. We start by constructing empirical counterparts to all or a subset of the equilibrium inequalities (4) using the forward simulation procedure described in Section 3.3. We then look for the value(s) of $\theta$ that minimize the (squared distance) violations of these inequalities.

4.2 Estimation of Identified Models

Before describing the estimators, it is useful to introduce a small amount of notation. Let $x \in \mathcal{X}$ index the equilibrium conditions, so that each $x$ denotes a particular $(i, s, \sigma'_i)$ combination. In a slight abuse of notation, define

$$ g(x; \theta, \alpha) = V_i(s; \sigma_i, \sigma_{-i}; \theta, \alpha) - V_i(s; \sigma'_i, \sigma_{-i}; \theta, \alpha). $$

The dependence of $V_i(s; \sigma; \theta, \alpha)$ on $\alpha$ reflects the fact that $\sigma$ and $P$ are parameterized by $\alpha$. The inequality defined by $x$ is satisfied at $\theta, \alpha$ if $g(x; \theta, \alpha) \geq 0$.

Define the function

$$ Q(\theta, \alpha) := \int (\min \{g(x; \theta, \alpha), 0\})^2 dH(x), $$

where $H$ is a distribution over the set $\mathcal{X}$ of inequalities.

The true parameter vector, $\theta_0$, satisfies:

$$ Q(\theta_0, \alpha_0) = 0 = \min_{\theta \in \Theta} Q(\theta, \alpha_0) $$

where $\Theta \subset \mathbb{R}^M$ contains $\theta_0$. Assuming the model is identified, and $H$ has sufficiently large support, $Q(\theta, \alpha_0) > 0$ for all $\theta \neq \theta_0$, so $\theta_0$ uniquely minimizes $Q(\theta, \alpha_0)$. Therefore we propose to estimate $\theta$ by minimizing the sample analog of $Q(\theta, \alpha_0)$.

standard exclusion restrictions needed for identification in a linear simultaneous equations model. Of course, it may also be the case that the model is over-identified. Although we do not pursue it here, our model suggests a natural specification test for over-identified models based on testing whether there is any parameter vector $\theta$ that satisfies the equilibrium conditions.
To do this, let \{X_k\}_{k=1,...,n_I} be a set of inequalities from \mathcal{X} chosen by the econometrician (representing i.i.d. draws from \mathcal{H}). These might be selected in a variety of ways. One possibility is to draw firms and states at random and then consider alternative policies \sigma'_i that are slight perturbations of the estimated policy \sigma_i(s, \nu_i; \hat{\alpha}_n), e.g., \sigma'_i(s, \nu_i) = \sigma_i(s, \nu_i; \hat{\alpha}_n) + \epsilon. Another possibility is to focus on alternative policies that depart from the estimated policy at a single state. The particular method of selecting inequalities (the distribution \mathcal{H}) will have implications for efficiency, but the only requirement for consistency is that \mathcal{H} has sufficient support to yield identification.\footnote{Note that in some cases the space of feasible alternative policies may contain a large number of alternatives that provide little or no information about the parameters. In such cases it may be desirable to choose alternatives in a manner that places little or no weight on these policies. Holmes (2006) provides a nice illustration and solution to this problem.}

For each chosen inequality, \(X_k\), the next step is to use the forward simulation procedure from Section 3.3 to construct analogues of each of the \(V_i\) terms. Let \(\tilde{g}(x; \theta, \hat{\alpha}_n)\) denote the empirical counterpart to \(g(x; \theta, \alpha)\) computed by replacing the \(V_i\) terms with simulated estimates \(\tilde{V}_i\). Let \(n_s\) denote the number of simulation draws. We can then define

\[
Q_n(\theta, \alpha) := \frac{1}{n_I} \sum_{k=1}^{n_I} \left( \min \left\{ \tilde{g}(X_k; \theta, \alpha), 0 \right\} \right)^2.
\] (5)

Our estimator minimizes this objective function at \(\alpha = \hat{\alpha}_n\). That is,

\[
\hat{\theta} := \arg \min_{\theta \in \Theta} Q_n(\theta, \hat{\alpha}_n).
\]

We now specify sufficient conditions for this estimator to be consistent and asymptotically normal.

\textbf{Assumption S2}

(i) The inequalities \(X_1, ..., X_{n_I} \in \mathcal{X}\) are i.i.d. draws from \(\mathcal{H}\).

(ii) For each \(X_k\), each \(\tilde{V}_i\) is computed using independent draws, and satisfies \(\mathbb{E}\tilde{V}_i = V_i < \infty\). In addition, with probability one \(\tilde{V}\) is twice differentiable in \(\theta\) and \(\alpha\) and three times differentiable in \(\theta\).

(iii) As \(n \to \infty\), both \(n_s, n_I \to \infty\) and \(n/n_s^2 \to 0\).

(iv) The set \(\Theta \subset \mathbb{R}^M\) is compact and \(\theta_0 = \arg \min_{\theta \in \Theta} Q(\theta, \alpha_0)\).
(v) There exists a full-rank matrix $B_0$ such that, for $\theta$ near $\theta_0$,

$$\frac{\partial}{\partial \theta} Q_n(\theta, \hat{\alpha}_n) = \frac{\partial}{\partial \theta} Q_n(\theta_0, \hat{\alpha}_n) + (B_0 + o_p(1))(\theta - \theta_0).$$

Part (i) was discussed above. Part (ii) says that the value function simulator is unbiased and uses independent draws for each inequality (the same draws may be used for the two value functions in a given inequality).\textsuperscript{13} It also makes some standard smoothness assumptions that would be satisfied in most applications (and the linear in parameters case in particular leads automatically to smoothness in $\theta$). Part (iii) requires that as $n$ goes to infinity, the number of inequalities sampled and the number of simulation draws per inequality also go to infinity, the latter at a rate faster than $\sqrt{n}$. This guarantees that the simulation error adds nothing to the asymptotic variance of the estimator. Part (iv) is the identification assumption. Finally, part (v) requires that the objective function satisfy a second order expansion. It will typically be the case that

$$B_0 = B(\theta_0) \text{ where } B(\theta) \equiv \frac{\partial^2}{\partial \theta \partial \theta'} Q(\theta, \alpha_0).$$

This assumes that the asymptotic objective function is twice differentiable on a neighborhood of $\theta_0$, which would typically be the case for an identified model.\textsuperscript{14} In addition to differentiability of the limit function, (v) would also typically require that an equicontinuity condition be satisfied.

**Proposition 1.** Under assumptions S1 and S2,

$$\sqrt{n} \left( \hat{\theta} - \theta_0 \right) \xrightarrow{d} N \left( 0, B_0^{-1} \Lambda_0 V_{\alpha} \Lambda'_0 B_0^{-1} \right)$$

where

$$\Lambda_0 \equiv \frac{\partial^2}{\partial \theta \partial \alpha'} Q(\theta, \alpha) \text{ evaluated at } \theta = \theta_0, \alpha = \alpha_0.$$ 

Because the simulation does not contribute anything to the asymptotic distribution of the estimator, the standard errors are determined by the first stage sampling error adjusted for its effect on the second stage estimates. Note that efficiency of the estimator depends on the distribution used to sample over inequalities ($H$) through the expectation operators in $\Lambda_0$ and $B_0$. Deriving an expression for $\Lambda_0$ in terms of model primitives is

\textsuperscript{13}In fact, using the same draws for the two value functions within a given inequality would typically be desirable because the two simulated value functions would then be positively correlated, reducing the simulation variance in the inequality as a whole.

\textsuperscript{14}For this to be true it is important that the distribution $H$ sample inequalities smoothly. If condition (v) is violated then the estimator would not be asymptotically normal.
difficult because of the complex way in which the first stage parameters enter into the \( W \) terms. Therefore, in practice we believe it will typically be easiest to use subsampling or the bootstrap to estimate standard errors. This is the approach we follow in our Monte Carlo experiments.

One point worth mentioning is that in a finite sample, the resulting parameter estimate \( \hat{\theta} \) may not fully rationalize the estimated policies as an equilibrium of the model. Clearly if all inequalities are satisfied, the estimated policies are an equilibrium of the model defined by \( \hat{\theta} \). This will be the case asymptotically. More generally, if the inequalities are nearly satisfied, the estimated policies will be “close” to being an equilibrium, but provided the simulation error is small, the violations will imply that at least one player has a profitable deviation given \( \hat{\theta} \) and the estimated policies of the other players. This is typical of two-stage estimators, and one reason Aguirregabiria and Mira (2007) suggest an iterative extension of these methods.

4.3 Bounds Estimation

Our minimum distance estimator extends naturally to models that may only be set identified. To develop this extension, we drop our earlier identifications requirements, Assumption S2 parts (iv) and (v). We also drop part (i) and the assumption that \( n_I \to \infty \) and instead consider estimation using a fixed set of \( n_I \) inequalities.\(^{15}\) Let

\[
\Theta_{n_I}(\sigma, P) := \{\theta : \theta, \sigma, P \text{ satisfy (4) for all } x_k, \ k = 1, \ldots, n_I\}.
\]

If \( x_1, \ldots, x_{n_I} \) represent the full set of equilibrium conditions, \( \Theta_{n_I} = \Theta_0 \); more generally, \( \Theta_0 \subseteq \Theta_{n_I} \).


Specifically, we consider the same squared distance function \( Q_n(\theta, \hat{\sigma}_n) \) defined in (5), with the understanding that the relevant set of equilibrium conditions is fixed rather than sampled at random. Following Manski and Tamer (2002), we define our estimate of the set \( \Theta_{n_I} \) to encompass all values of \( \theta \) that come within a specified distance of minimizing \( Q_n(\theta, \hat{\sigma}_n) \). That is,

\[
\hat{\Theta}_n \equiv \{\theta : Q_n(\theta, \hat{\sigma}_n) \leq \min_{\theta' \in \Theta} Q_n(\theta', \hat{\sigma}_n) + \mu_n\}
\]  

\(^{15}\)Note that it would also be possible to consider \( n_I \to \infty \) here and simply drop the identification condition.
for some $\mu_n > 0$, where $\mu_n \rightarrow 0$.

Define the distance $\rho(\Theta, \Theta')$ between two sets $\Theta, \Theta' \subset \mathbb{R}^L$ as

$\rho(\Theta, \Theta') \equiv \sup_{\theta \in \Theta} \inf_{\theta' \in \Theta'} |\theta - \theta'|.$

Note that $\rho$ is not symmetric; $\rho(\Theta, \Theta')$ measures the greatest distance from a point in $\Theta$ to the set $\Theta'$.

**Proposition 2** Under Assumptions S1 and S2(ii)-(iii),

$\rho(\hat{\Theta}_n, \Theta_{n1}) \xrightarrow{P} 0.$

Furthermore if $\sup_{\theta \in \Theta} |Q_n(\theta, \hat{\alpha}_n) - Q(\theta, \alpha_0)| / \mu_n \rightarrow 0$, then

$\rho(\Theta_{n1}, \hat{\Theta}_n) \xrightarrow{P} 0.$

The first part of the proposition says that for large $n$, every point in $\hat{\Theta}_n$ is close to a point in $\Theta_{n1}$. This is guaranteed under conditions similar to those required for standard estimators and holds even if $\mu_n = 0$ for all $n$. The second part says that for large $n$, every point in $\hat{\Theta}_0$ is close to a point in $\Theta_n$. Essentially this means that the entire set $\hat{\Theta}_0$ is eventually captured by the estimated set. This second part requires that $\mu_n$ go to zero slowly enough, with the required rate provided above.\(^{16}\)

The primary difficulty in estimation is computation of the set $\hat{\Theta}_n$. Manski and Tamer (2002) and Haile and Tamer (2003) use simulated annealing to sample the objective function and then construct one-dimensional bounds on the parameters. Such an approach could also be used here in the general case. If the system of inequalities is linear in the parameters, then computation of $\hat{\Theta}_n$ is much easier because it is a linear programming problem. One set of techniques in the operations research literature, dating back to Motzkin et al. (1953), uses the fact that $\hat{\Theta}_n$ is a convex polyhedron to describe it in terms of its vertices. Alternatively, Bajari and Benkard (2004) suggest a Gibbs sampling procedure that produces simulation draws that are uniformly distributed over the set $\hat{\Theta}$. These simulation draws can be used to estimate bounds on the parameters, $\theta$. The latter method is particularly efficient at handling large numbers of inequalities, making it ideally suited to this problem.

Our model is similar to one considered in Chernozhukov, Hong, and Tamer (2007, Example 1) so their subsampling algorithm (Algorithm 2.1) could be used to construct confidence regions. We describe instead an extension of their procedure due to Shaikh (2005). Shaikh’s procedure produces a set estimator $\hat{\Theta}_{0.95}$ such that for all $\theta \in \hat{\Theta}_n$,

$$\liminf_{n \rightarrow \infty} Pr(\theta \in \hat{\Theta}_{0.95}) \geq 0.95.$$  

\(^{16}\)Note that because $\hat{\Theta}_0$ is a convex polyhedron in the linear-in-parameters case, consistency could be shown for that case even for $\mu_n = 0$. 
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Note that since \( \hat{\Theta}_{0.95} \) is constructed such that the above condition is satisfied for all \( \theta \in \hat{\Theta}_n \), the condition is guaranteed to be satisfied at the true parameter value \( \theta_0 \).

In the context of our model, Shaikh’s procedure can be described as follows:

1. Begin with a set \( \Theta \) that is large enough that it is known with certainty that \( \theta_0 \in \Theta \).
2. Construct \( B \) subsamples of size \( n_b \) and compute \( Q_{n,b}(\theta, \hat{\alpha}_n) \) for each subsample, \( b \in \{1, \ldots, B\} \), for each \( \theta \in \Theta \),
3. For each \( \theta \in \Theta \), compute a critical value, \( \hat{c}_n(0.95, \theta) \), such that
\[
\hat{c}_n(0.95, \theta) = \inf\{c : \frac{1}{B} \sum_{b=1}^{B} 1\{n_b Q_{n,b}(\theta, \hat{\alpha}_n) \leq c\} \geq 0.95\}.
\]
4. Compute \( \hat{\Theta}_{0.95} \) = \( \{\theta : n \cdot Q_{n}(\theta, \hat{\alpha}_n) \leq \hat{c}_n(0.95, \theta)\} \).

Shaikh (2005) shows that this procedure leads to a consistent estimate of the set \( \hat{\Theta}_{0.95} \).

5 Serially Correlated Unobserved State Variables

A limitation to our approach is the assumption that all commonly known states, \( s \), are observed. This leaves the \( i.i.d. \) private shocks as the only source of unobserved variation over time. This section discusses alternative methods for incorporating serially correlated unobserved state variables.

In many cases, unobserved state variables can be recovered in first stage estimation. Examples include the estimation of unobserved product characteristics in demand models (e.g. Berry, 1994; Berry, Levinsohn, and Pakes, 1995) and unobserved productivity shocks in production functions (e.g. Olley and Pakes, 1996). In such cases, once the values of
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A limitation to our approach is the assumption that all commonly known states, \( s \), are observed. This leaves the \( i.i.d. \) private shocks as the only source of unobserved variation over time. This section discusses alternative methods for incorporating serially correlated unobserved state variables.

In many cases, unobserved state variables can be recovered in first stage estimation. Examples include the estimation of unobserved product characteristics in demand models (e.g. Berry, 1994; Berry, Levinsohn, and Pakes, 1995) and unobserved productivity shocks in production functions (e.g. Olley and Pakes, 1996). In such cases, once the values of

\[\text{Note that since } \hat{\Theta}_{0.95} \text{ is constructed such that the above condition is satisfied for all } \theta \in \hat{\Theta}_n, \text{ the condition is guaranteed to be satisfied at the true parameter value } \theta_0.\]
the unobserved state variables are recovered, it is “as if” they were observable in the first place (subject to caveats about estimation error), and it is therefore simple to allow for quite general forms of temporal dependence. We believe that this is an important and potentially useful case due to the widespread use of the methods listed above.

With the advent of long panels, another possibility is to use panel data methods. Suppose that data are available on several markets over time and that the unobserved state variables are market specific. If a long panel is available, it may be sometimes possible to estimate the policy functions separately for each market. This would result in different value function estimates for each market. However, in the second stage estimation, inequalities from all markets could be pooled together. Note that such an approach would also accommodate different equilibria in different markets. Of course, the main difficulty would be finding datasets large enough to make this approach feasible.

A related parametric approach could be used in the event that there was not enough data to obtain precise estimates for the market specific policy functions. If we were willing to assume a parametric form for the policy functions, then it would be possible to use standard panel data methods to estimate them. In that case it may even be possible to account for time-varying serially correlated unobservables.

Aguirregabiria and Mira (2007) suggest a fourth method. They note that if the joint distribution between the observed and unobserved states can be recovered, this distribution can be used to control for the effect of the unobserved states in estimating the model. In our context, it seems that learning this joint distribution requires computing an equilibrium to the model. For the models we have in mind, this may not be computationally feasible.

6 Applying the Estimation Approach

In this section we apply our general algorithm to two specific examples: a version of Rust’s (1987) machine replacement model involving a single agent who makes a discrete choice each period, and a version of the Ericson-Pakes (1995) dynamic oligopoly model involving multiple firms that make both discrete (entry/exit) and continuous (price/investment) decisions in each period.
6.1 Example: Dynamic Discrete Choice

We first consider a simple version of Rust’s (1987) machine replacement model as introduced in Section 2.1. In this single-agent dynamic discrete choice context, our approach is very similar to that of Hotz et al. (1994), the difference being the second stage procedure. The primary advantage of our second stage is that it extends easily to more general models such as the dynamic oligopoly example below, but the single-agent model provides a useful starting example.

Recall that in the model of Section 2.1, the manager’s profit function,

$$\pi(a, s, \nu; \theta) = a [-R - \nu(1)] + (1 - a) [-\mu s - \nu(0)],$$

is linear in the parameters $\theta = (R, \mu)$. For our Monte Carlo exercise, we set $\mu = 1$, $R = 4$ and $\beta = 0.9$. We assume that the age of the machine takes values $s \in \{1, 2, 3, 4, 5\}$. Finally, we specify that $\nu(0)$ and $\nu(1)$ are distributed independently $N(0, 1)$ and this distribution is treated as known in the estimation. Using this parameterized model, we simulated datasets of (relatively small) sizes $n = 50, 100, 200$, and 400 and applied our estimation routine.

The first stage estimates for this model are the average replacement probabilities in the simulated data for the five states. Recall that the optimal policy in this model has a cut-off feature. Let $\sigma(s, \nu)$ denote the optimal policy, $V(s; \sigma)$ denote the value function and define $v(1, s) = -R + \beta V(1; \sigma)$ and $v(0, s) = -\mu s + \beta V(\min\{s + 1, 5\}; \sigma)$ to be the choice-specific value functions. Then

$$\sigma(s, \nu) = 1 \iff v(1, s) + \nu(1) \geq v(0, s) + \nu(0).$$

Therefore $\Pr(a = 1|s) = \Phi \left( (v(1, s) - v(0, s) \right) / \sqrt{2}),$ so we can invert the estimated choice probabilities and recover the difference in the choice-specific value functions and hence the policy rule at each state.

To simulate the value function, observe that it is linear in the parameters $\theta = (R, \mu)$. In particular,

$$V(s; \sigma; \theta) = W^1(s; \sigma) \cdot R + W^2(s; \sigma) \cdot \mu + W^3(s; \sigma),$$

$$= \mathbb{E} \left[ -\sum_{t=0}^{\infty} \beta^t \sigma(s_t, \nu_t) \middle| s_0 = s \right] \cdot R + \mathbb{E} \left[ -\sum_{t=0}^{\infty} \beta^t (1 - \sigma(s_t, \nu_t)) s_t \middle| s_0 = s \right] \cdot \mu$$

$$+ \mathbb{E} \left[ \sum_{t=0}^{\infty} \beta^t \nu(\sigma(s_t, \nu_t)) \middle| s_0 = s \right].$$
The first term is the expected present cost of replacement decisions; the second term the expected present cost of maintenance; and the third term is the expected present value of the realized preference shocks, where $\nu (\sigma (s_t, \nu_t))$ is the preference shock corresponding to the action that is actually chosen at time $t$. Note that for any given policy $\sigma$, each $W^m (s|\sigma)$ can be computed by simulation once, and $V (s|\sigma, \theta)$ obtained immediately for a given $\theta$.

To perform the second stage estimation, we constructed alternative state-dependent cut-off rule policies by drawing cut-off points from a normal distribution with standard deviation 0.5 centered at the cut-off points estimated in the first stage. We computed the estimator and standard errors 500 times for various values of $n_s$ and $n_I$. The standard error estimates were obtained using 25 subsamples of size $n/2$.

The results, shown in Table 1, show several things. First, the estimators are close to unbiased for all but the smallest sample sizes. Second, the subsampled standard errors are close to, though generally slightly smaller than, the true standard errors. The differences are most likely due to the small sample sizes used, such that the asymptotic approximations are imperfect. Finally, despite the small size of the datasets, the estimates are relatively precise. For $n = 400$, the $t$-statistics are on the order of 6-8; for $n = 100$ they fall to about 3-4. Even for $n = 50$, $t$-statistics are on the order of 2. These results are encouraging, particularly as many real-world datasets may be far above these sizes.

6.2 Example: Dynamic Oligopoly

We now apply the estimation approach to the dynamic oligopoly model outlined in Section 2.2. We first flesh out a few remaining details of the model, then describe estimation.

6.2.1 The Dynamic Oligopoly Model and Equilibrium

We start by positing specific functional forms for the demand system, the state transitions and the cost functions. We assume a logit demand system for the goods. There is a mass $M$ of consumers and consumer $r$ derives derives utility $U_{ri}$ from good $i$, where

$$U_{rij} = \gamma_0 \ln(z_i) + \gamma_1 \ln(y_r - p_i) + \varepsilon_{ri}.$$
Here $z_i$ is the current quality of firm $i$'s product, $p_i$ is the product’s price, $y_r$ is income, $\gamma_0$ and $\gamma_1$ are parameters, and $\varepsilon_{xj}$ is an i.i.d. logit error term. For simplicity, all consumers have the same income $y_r = y$. We also assume firms have constant marginal costs of production equal to:

$$mc(q; \mu) = \mu$$

Each period, firms choose investment levels, $I_{it} \in \mathbb{R}_+$ to increase their product quality the next period. We model the evolution of product quality following Pakes and McGuire (1994). Firm $i$’s investment is successful with probability

$$\rho I_{it}/(1 + \rho I_{it}),$$

where $\rho$ is a parameter. If firm $i$’s investment is successful, its quality $z_i$ increases by one and otherwise remains unchanged. There is also an outside good, whose quality moves up with probability $\delta$ each period. Firm $i$’s cost of investment is

$$C(I_i) = \xi \cdot I_i.$$  

The scrap value realized on exiting, $\phi$, is fixed and equal for all firms. Each period, the potential entrant draws a private entry cost $\nu_{et}$ from a uniform distribution on $[\nu_L, \nu_H]$. In a Markov perfect equilibrium, each incumbent firm $i$ sets its quantity to maximize its static profits, and uses an optimal investment strategy $I_i(s)$ and exit strategy $\chi_i(s)$. Each potential entrant follows a strategy $\chi_e(s, \nu_e)$ that calls for it to enter if the expected profit from doing so exceeds its entry cost. The state variable $s_t = (N_t, z_{1t}, ..., z_{Nt}, z_{out,t})$ includes number of incumbent firms and the current product qualities. We restrict attention to equilibria where the incumbents use symmetric strategies.

The model parameters are $\gamma_0, \gamma_1, \mu, \xi, \phi, \nu^L, \nu^H, \rho, \delta, \beta,$ and $y$. As suggested above, the demand parameters $\gamma_0, \gamma_1$ and the marginal cost parameter $\mu$ can be estimated using static methods, so we do not include them in the vector of dynamic parameters $\theta$. The remaining payoff parameters are $\theta = (\xi, \phi, \nu^L, \nu^H)$. The state transition parameters are...
\(\rho\) and \(\delta\). We assume the discount factor \(\beta\) and consumer income \(y\) are known to the econometrician.

For the Monte Carlo experiments, the parameters were set at the values shown in Table 2. Computing an equilibrium for this model, which is required to generate the Monte Carlo data, is not trivial. To keep computation manageable, we considered a model in which a maximum of three firms could be active in each period. We then generated data sets of varying numbers of periods, from 100-400. Typically, real world data sets would have more firms and fewer periods. Unfortunately, computing an equilibrium in which there are a large number of incumbent firms is prohibitive. Instead we chose a longer period length to make the number of firm-year observations comparable to available data sets.

6.2.2 Estimating the Dynamic Oligopoly Model

The first stage requires estimation of the state transition probabilities and the policy functions; we also estimate the demand and marginal cost parameters at this stage. For the state transitions, we use the observed investment levels and product qualities to estimate the transition parameters \(\rho\) and \(\delta\) by maximum likelihood. For the demand system, we similarly use maximum likelihood, and the observed quantity, price and product quality data, to estimate \(\gamma_0\) and \(\gamma_1\), the parameters of the logit system. We then recover the marginal cost parameter \(\mu\) from the static mark-up formula for optimal pricing. In general, the demand parameters are recovered very precisely, and the investment evolution parameters are recovered somewhat less precisely.

Estimating the investment and exit policies is straightforward because the incumbent firms do not receive private investment or exit shocks in the simple numerical example we consider. Because not every possible state \(s\) is observed in the small data sets we consider, we use local linear regressions with a normal kernel to estimate both the investment policy \(I(s)\) and the exit policy \(\chi(s)\). Because the state space is discrete, these estimates achieve parametric rates of convergence even though some smoothing is employed.

To estimate the equilibrium entry policy \(\chi_e(s, \nu_e)\), observe that it has a cut-off form:

\[
\chi_e(s, \nu_e) = 1 \iff \nu_e \leq \beta E[V_e(s_{t+1}; \sigma) | \sigma, s_t = s, \chi_e = 1],
\]

where \(V_e(s_{t+1}; \sigma)\) is the value function that the entrant will have next period, as an incumbent, given the strategies \(\sigma = (I, \chi, \chi_e)\).

There are a variety of ways to handle entry in the estimation process. If the entry cost distribution \(G_e\) is known, the entry policy can be estimated using a Hotz-Miller approach:
estimate the probability of entry at each state and invert the estimated probability to recover the value of entry. If only the parametric form of $G_e$ is known, the same can be done conditional on parameter values. Because the value function of an entrant is the same as that of an incumbent, however, this is unnecessary. Instead we simply estimate the probability of entry at each state, using local linear regression, and use this to calculate the incumbent value function. Two dynamic parameters, the investment cost $\xi$ and the scrap value $\phi$ enter the value function, but not the entry cost distribution.

Given a strategy profile $\sigma = (I, \chi, \chi_e)$, the incumbent value function is

$$V_i(s; \sigma) = W^1(s; \sigma) + W^2(s; \sigma) \cdot \xi + W^3(s; \sigma) \cdot \phi.$$

The first term $\bar{\pi}_i(s_t)$ is the static profit of incumbent $i$ given that the current state is $s_t$. This number is computed directly from the first stage estimates of marginal cost and demand by calculating the static Bertrand-Nash pricing equilibrium. The second term is the expected present value of future investment costs. The third term is the expected present value of the scrap value on exit. Note that $\xi$ and $\phi$, the two parameters to be estimated, factor out linearly.

To apply the minimum distance estimator, we constructed alternative investment and exit policies by drawing a mean-zero normal error and adding it to the estimated first-stage investment and exit policies.\(^\text{20}\) We used $n_s = 2000$ simulated paths, each having length at most 80 periods (shorter if, as was typical, exit occurred prior to the last period), to compute the present value $W^1, W^2, W^3$ terms for these alternative policies.

We experimented with two alternatives for estimating the distribution of entry costs. One approach we considered was to first apply the minimum distance estimator to estimate $\xi$ and $\phi$. Here we exploit the fact that $G_e$ doesn’t enter the incumbent value function. We then observe that given a state $s$, the probability of entry equals

$$Pr(\chi_e(s, \nu_e) = 1) = G_e \left( \beta \mathbb{E} \left[ V(s'; \sigma) \mid \sigma, s, \chi_e = 1 \right] \right).$$

\(^{20}\)So for instance, if the estimated investment policy specifies an investment $I_i(s)$ in state $s$, an alternative policy might be to invest $I_i(s) + 0.01$ in state $s$. The errors on the alternative investment policies had standard deviation 0.3 and on the alternative exit policies had standard deviation 0.5.
Using our estimates of $\xi$ and $\phi$, we computed the incumbent value function $V(s'|\sigma)$ at different values of $s$, and used this to compute the argument of $G_e$ at $|S|$ points. As the left-hand side at these points is just the observed probability of entry at state $s$, we have identified $G_e(\cdot)$ on a discrete grid. We then used local linear regression to infer the remaining points.

Our other approach to estimating entry costs uses prior knowledge that $G_e$ has a uniform distribution. Using this knowledge, we estimated the highest and lowest possible entry costs, $\nu_L$ and $\nu_H$, along with the investment cost and scrap value parameters, in the second stage of estimation. To do this, we include optimality conditions for entry along with those for exit and investment in applying the minimum distance estimator. This approach has a potential benefit in that it uses information in the entry decisions to help estimate the investment and exit parameters.

To implement the Monte Carlo experiment, we generated 500 datasets and computed our estimator for each. For each dataset, we used subsampling based on 20 subsamples of size $n/2$ to compute standard errors. The computational burden of the second stage estimates was about a third that of the first stage estimates. Together each round of estimation took under a minute with little difference across sample sizes.

The results are shown in Tables 3 and 4. For small sample sizes, there is a slight bias in the estimates of the exit value, which is reduced with more observations. We found that this bias goes away entirely if the true first stage functions are used instead of the estimated first stage, so we conclude that the second stage bias is generated primarily by sampling error in the first stage local linear estimates. The investment cost parameter estimates are essentially unbiased even for the smallest sample size ($n = 100$). The difference between the two most likely reflects the difference in the number of first stage observations. For the $n = 100$ case there were typically about 250 investment observations, but only about 25 entry or exit observations. Thus, for any given sample size, the investment policy function is substantially better estimated than the entry and exit policy functions.

Similar to the last example, the subsampled standard errors are on average slightly smaller than the true standard errors. This is again likely due to the small sample sizes used. Overall the estimates are surprisingly precise given the small sample sizes. For $n = 400$, $t$-statistics are on the order of 12-20. For the $n = 100$ case, in which there are very few observations of entry and/or exit, $t$-statistics still average between 7 and 10. For these small data sets the first stage estimates are not very accurate point-wise. Thus, the second stage estimation algorithm must be averaging across points in such a way as to come up with precise parameter estimates anyway. As real world data sets often contain more observations than this last case, we believe that these results support
the method’s potential in applications.

Our non-parametric estimate of entry costs is displayed in Figures 1-3. The figures show that for all three sample sizes the entry cost distribution is recovered quite well. Table 4 reports our entry cost estimates based on the second, parametric approach. Again the results are relatively accurate. It appears that one can recover the distribution of entry costs with reasonably sized data sets. Perhaps surprisingly, joint estimation did not improve the estimates of the investment and scrap parameters. This suggests that in this model entry behavior contains little information about these parameters.

6.2.3 An Alternative Second Stage Estimator

The results above suggest that the inequality estimator may exhibit bias in small samples. This bias arises because the second stage objective function is nonlinear in the first stage estimates. Sampling error in the first stage, therefore, can bias the second stage objective and through this, estimates of $\theta$.

In a similar context, Pakes, Ostrovsky, and Berry (2006) suggest that one possible way to alleviate finite sample bias is to use a method of moments estimator based on highly aggregated moment conditions. The idea is that aggregation helps to average out the first stage estimation error, reducing (but not eliminating) bias in the second stage estimates. In this section, we explore how this approach applies in our setting.

The most obvious way to construct aggregated second stage moment conditions in our model is to match the observed investment, exit, and entry rates to those predicted by the model when the model is evaluated using the estimated value functions. For each $\theta$, we construct these moment conditions as follows:

1. Estimate the first stage (policy functions, transition probabilities, demand and cost parameters).
2. For each state observed in the data and each state that is reachable in one period from a state observed in the data, construct simulated estimates of the value function $\hat{V}(s)$.
3. For each state observed in the data, use the value function estimates from Step 2 to compute the predicted entry probability, the predicted exit policy for each incumbent, and predicted investment for each incumbent.
4. Construct moment conditions using the average over all states of the difference
between the observed investment, entry, and exit at each state and those predicted by the model.

5. Estimate $\theta$ by minimizing a quadratic form in these moment conditions.

Note that, similarly to above, if $V$ is linear in $\theta$ then the simulations in Step 2 can be performed in advance once, and then Step 2 involves only multiplying together two vectors for each observed $s$, for each $\theta$.

As described in step 4 above, this method provides only three aggregate moment conditions (entry, exit, and investment), allowing us to identify at most three parameters. In our Monte Carlos we have four parameters and thus require additional moment conditions. We thus add additional moment conditions based on

(i) the covariances between exit and investment and the firm’s own state (two moment conditions), and

(ii) the covariances between entry, exit, and investment and the sum of rival firms’ states (three moment conditions).

This provides eight moment conditions in all. Note that additional moment conditions could also be constructed by interacting other functions of $s$ with entry, exit, or investment. We use an optimal weight matrix when there are enough observations to compute these weights.

Results from this estimator are shown in Table 5. Even at the smallest sample sizes the bias in the aggregate moments estimator is much smaller than for the inequality estimator, particularly for the cost of investment parameter and for the lower bound on the entry cost. Standard errors are larger in some cases and smaller in others, so there is no obvious gain or loss in efficiency between the two estimators.

These results suggest that the aggregate moments estimator may have desirable finite sample properties compared to the inequality estimator. The aggregate moments approach does have some drawbacks in that it requires solving for the optimal investment policy, which may not always be straightforward as it is in our model. A more realistic model also might allow for private investment costs, so one would have to compute the investment policy as a function of this shock and then simulate the moment conditions. In our particular example, investment has an analytic solution and there are no private investment costs, so these issues don’t arise. Of course, the inequality estimator also has the advantage of applying easily to set-identified models. But in cases where the model
is point identified and aggregate moments are easy to compute, we think the aggregate moments approach should be considered as well.

7 Conclusion

This paper describes two new estimators applicable to a large class of dynamic environments. The estimators exploit the assumption that observed behavior is consistent with Markov perfect equilibrium. In that case, agents’ beliefs can be recovered from observations of equilibrium play. Once agents’ beliefs are known, the structural parameters can be solved for using the optimality conditions for equilibrium.

The biggest advantage of the approach is that it avoids the need for equilibrium computation. Avoiding equilibrium computation solves two problems. First, computing an equilibrium even once, for even the simplest of empirical dynamic oligopoly models, can be computationally prohibitive. In contrast, in our Monte Carlo experiments we found that the overall computational burden of the new estimators tends to be no more than that of many commonly used static estimation methods. Second, because equilibrium beliefs are obtained from the data, there is no need for the researcher to make assumptions about which of many potential equilibria is being played. These two benefits do come at some cost, because in avoiding equilibrium computations some efficiency is compromised. However, the Monte Carlo experiments show that the approach still works quite well for fairly small data sets.

Both estimators are also conceptually straightforward and relatively easy to program in standard statistical packages. As there are currently a variety of options for estimating single agent dynamic models, we expect that the estimators will be most useful in for estimating dynamic games. In particular, we hope our approach will facilitate future empirical work on dynamic oligopoly, such as the recent work of Ryan (2006).
A Appendix: Proof of Propositions 1 and 2

To shorten notation, let \( h(y) = (\min\{y, 0\})^2 \). The sample objective function is then

\[
Q_n(\theta, \alpha) = \frac{1}{n_I} \sum_{k=1}^{n_I} h(\tilde{g}(X_k; \theta, \alpha)),
\]

while the asymptotic objective function is given by

\[
Q(\theta, \alpha_0) = \mathbb{E}_X h(g(X_k; \theta, \alpha_0)),
\]

where \( X_k \) has distribution \( H \) on \( X \).

We will use the following properties of the above functions:

1. \( h \) has a continuous first derivative. Its second derivative is continuous everywhere except at zero. Its third and higher derivatives are zero everywhere.
2. \( g \) and its derivatives with respect to \( \alpha \) are smooth in \( \theta \).
3. \( Q(\theta, \alpha_0), Q_n(\theta, \alpha), \) and \( \frac{\partial Q_n(\theta, \alpha)}{\partial \alpha} \) are smooth in \( \theta \).

We will do the asymptotics in the number of first stage observations, \( n \). The reason for this is that the number of inequalities sampled, \( n_I \), and the number of simulation draws per inequality, \( n_s \), are both under the researcher’s control.

**Lemma A1** \( \sup_{\theta \in \Theta} |Q_n(\theta, \hat{\alpha}_n) - Q(\theta, \alpha_0)| = o_p(1). \)

**Proof.** As \( Q_n \) and \( Q \) are continuous in \( \theta \), it suffices to show that \( Q_n(\theta, \hat{\alpha}_n) - Q(\theta, \alpha_0) \) is \( o_p(1) \) for each \( \theta \).

\[
Q_n(\theta, \hat{\alpha}_n) - Q(\theta, \alpha_0) = \frac{1}{n_I} \sum_{k=1}^{n_I} \{h(\tilde{g}(X_k; \theta, \hat{\alpha}_n)) - h(\bar{g}(X_k; \theta, \alpha_0))\}
\]

\[
+ \frac{1}{n_I} \sum_{k=1}^{n_I} \{h(\bar{g}(X_k; \theta, \alpha_0)) - \mathbb{E}[h(\bar{g}(X_k; \theta, \alpha_0))]\}
\]

\[
+ \frac{1}{n_I} \sum_{k=1}^{n_I} \{\mathbb{E}[h(\tilde{g}(X_k; \theta, \alpha_0))] - h(g(X_k; \theta, \alpha_0))\}
\]

\[
+ \frac{1}{n_I} \sum_{k=1}^{n_I} h(g(X_k; \theta, \alpha_0)) - \mathbb{E}_X h(g(X_k; \theta, \alpha_0)).
\]
The first term, equal to \( Q_n(\theta, \hat{\alpha}_n) - Q_n(\theta, \alpha_0) \) represents the effect of using a preliminary estimator for \( \alpha \) rather than the true value. By a mean-value expansion (S2(ii)):
\[
Q_n(\theta, \hat{\alpha}_n) - Q_n(\theta, \alpha_0) = \frac{\partial Q_n(\theta, \alpha_n^*)}{\partial \alpha} (\hat{\alpha}_n - \alpha)
\]
where \( \alpha_n^* \) lies between \( \hat{\alpha}_n \) and \( \alpha_0 \). The derivative term satisfies a WLLN, so this term is \( o_p(1) \) by S1.

The second term represents the simulation error (the expectation is the expected simulation outcome). Each element of the sum is independent by S2(ii) and has expectation zero by construction. As \( n_s \to \infty \) by S2(iii), this term is also \( o_p(1) \).

The third term represents the simulation bias. Doing a mean value expansion of one term in the sum gives:
\[
h(\hat{g}(X_k; \theta, \alpha_0)) - h(g(X_k; \theta, \alpha_0)) = h'(g^*(X_k; \theta, \alpha_0)) (\hat{g}(X_k; \theta, \alpha_0) - g(X_k; \theta, \alpha_0))
\]
where \( g^* \) lies between \( g \) and \( \hat{g} \). This term has expectation zero because \( \hat{g} \) is unbiased (S2(ii)). As each term is independent, the sum also satisfies a WLLN. Thus this term is also \( o_p(1) \).

The last term represents the fact that all the inequalities are sampled only asymptotically. It satisfies a WLLN so long as \( Q(\theta, \alpha_0) \) exists and is finite, so the last term is \( o_p(1) \) given that \( n_I \to \infty \).

\( Q.E.D. \)

**Proof of Proposition 1.** For consistency, observe that by our identification assumption if \( |\hat{\theta} - \theta_0| > \delta > 0 \), then there exists some \( \varepsilon(\delta) > 0 \) such that \( Q(\hat{\theta}, \alpha_0) > \varepsilon \), so
\[
\Pr \left( |\hat{\theta} - \theta_0| > \delta \right) \leq \Pr \left( Q(\hat{\theta}, \alpha_0) > \varepsilon(\delta) \right).
\]

Now observe that
\[
Q(\hat{\theta}, \alpha_0) = Q(\hat{\theta}, \alpha_0) - Q_n(\hat{\theta}, \hat{\alpha}_n) + Q_n(\hat{\theta}, \hat{\alpha}_n)
\leq \left| Q(\hat{\theta}, \alpha_0) - Q_n(\hat{\theta}, \hat{\alpha}_n) \right| + Q_n(\hat{\theta}, \hat{\alpha}_n)
\leq \sup_{\theta \in \Theta} \left| Q(\theta, \alpha_0) - Q_n(\theta, \hat{\alpha}_n) \right| + Q_n(\hat{\theta}, \hat{\alpha}_n)
= o_p(1) + Q_n(\hat{\theta}, \hat{\alpha}_n)
\leq o_p(1) + Q_n(\theta_0, \hat{\alpha}_n) = o_p(1).
\]

It follows that \( \hat{\theta}_n \overset{p}{\to} \theta_0 \).
We now consider the asymptotic distribution of $\hat{\theta}_n$. Differentiating $Q_n(\theta, \hat{\alpha}_n)$, evaluating at $\theta = \theta_0$, and pre-multiplying by $\sqrt{n}$ gives:

$$\sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0; \hat{\alpha}_n) = \frac{\sqrt{n}}{n_I} \sum_{k=1}^{n_I} \left( \frac{\partial}{\partial \theta} h(\hat{g}(X_k; \theta_0, \hat{\alpha}_n)) - \frac{\partial}{\partial \theta} h(\hat{g}(X_k; \theta_0, \alpha_0)) \right)$$

$$+ \frac{\sqrt{n}}{n_I} \sum_{k=1}^{n_I} \left( \frac{\partial}{\partial \theta} h(\hat{g}(X_k; \theta_0, \alpha_0)) - \frac{\partial}{\partial \theta} h(g(X_k; \theta_0, \alpha_0)) \right)$$

$$+ \frac{\sqrt{n}}{n_I} \sum_{k=1}^{n_I} \left( \frac{\partial}{\partial \alpha} h(\hat{g}(X_k; \theta_0, \alpha_0)) - \frac{\partial}{\partial \alpha} h(g(X_k; \theta_0, \alpha_0)) \right)$$

$$+ \frac{\sqrt{n}}{n_I} \sum_{k=1}^{n_I} \frac{\partial}{\partial \alpha} h(g(X_k, \theta_0; \alpha_0))$$

These four terms are analogous to those in Lemma 1.

The first term is the first stage sampling error term. Doing an element by element mean value expansion of the first term gives the following expression,

$$\frac{\sqrt{n}}{n_I} \sum_{k=1}^{n_I} \left( \frac{\partial}{\partial \theta} h(\hat{g}(X_k; \theta_0, \alpha_0)) - \frac{\partial}{\partial \theta} h(\hat{g}(X_k; \theta_0, \alpha_0)) \right) = \left( \frac{1}{n_I} \sum_{k=1}^{n_I} \frac{\partial^2 h(\hat{g}(X_k; \theta_0, \alpha_0^*))}{\partial \theta \partial \alpha} \right) \sqrt{n} (\hat{\alpha}_n - \alpha_0).$$

By a WLLN, consistency of $\hat{\alpha}_n$, and consistency of $\hat{g}$, then as $n_s$ and $n_I$ go to $\infty$ with $n$,

$$\left( \frac{1}{n_I} \sum_{k=1}^{n_I} \frac{\partial^2 h(\hat{g}(X_k; \theta_0, \alpha_0^*))}{\partial \theta \partial \alpha} \right) \rightarrow^p \Lambda_0 \equiv \frac{\partial^2}{\partial \theta \partial \alpha} \mathbb{E}_X h(g(X_k; \theta_0, \alpha_0)) = \frac{\partial^2}{\partial \theta \partial \alpha} Q(\theta_0, \alpha_0) \equiv \Lambda_0$$

Thus, under these assumptions the first term has limiting distribution $N(0, \Lambda_0 V_{\alpha} \Lambda_0)$.

The second term is the simulation variance term. It is mean zero by construction and is the sum of independent terms (S2(ii)). Therefore, a CLT applies and the second term is asymptotically normal with rate $\sqrt{n_I}$, and variance matrix of the form $S_n/n_s$ that disappears with $n_s$. As $n_I$ and $n_s$ go to infinity with $n$ (S2(iii)), this term contributes nothing to the asymptotic variance (this would be true even for fixed $n_s$).

The third term is the simulation bias term. Doing a second order mean value expansion
of $h(\hat{g})$ around $g$ for one element in the sum for the third term gives:

$$\frac{\partial}{\partial \theta_l} h(\hat{g}(X_k; \theta_0, \alpha_0)) - \frac{\partial}{\partial \theta_l} h(g(X_k; \theta_0, \alpha_0))$$

$$= \frac{\partial}{\partial \theta} \frac{\partial}{\partial \theta_l} h(g(X_k; \theta_0, \alpha_0)) \times (\hat{g}(X_k; \theta_0, \alpha_0) - g(X_k; \theta_0, \alpha_0)) +$$

$$\frac{1}{2} \frac{\partial^2}{\partial \theta \partial \theta'} \frac{\partial}{\partial \theta_l} h(g^*(X_k; \theta_0, \alpha_0)) (\hat{g}(X_k; \theta_0, \alpha_0) - g(X_k; \theta_0, \alpha_0))^2$$

where $g^*$ lies between $\hat{g}$ and $g$. Note that the derivatives of $h$ on the right hand side exist w.p. 1. Taking the expectations with respect to the simulation error gives:

$$\mathbb{E} \frac{\partial}{\partial \theta_l} h(X_k; \theta_0, \alpha_0) - \frac{\partial}{\partial \theta_l} h(X_k; \theta_0, \alpha_0) = \frac{1}{2} \frac{\partial^2}{\partial \theta \partial \theta'} \frac{\partial}{\partial \theta_l} h(g^*(X_k; \theta_0, \alpha_0)) \text{Var}(\hat{g}(X_k; \theta_0, \alpha_0))$$

Since $g^* \rightarrow g$, this term goes to zero at rate $n_s$. Therefore, so long as $n_s$ goes to infinity faster than $\sqrt{n}$ the third term contributes nothing to the asymptotic variance.

The last term is the standard term in the first order expansion. Note that in this case it is always zero (since $h$ is always zero at the true values of the parameters) and thus drops out completely. This is because of the lack of sampling error in the second stage.

Putting all four terms together gives

$$\sqrt{n} \frac{\partial}{\partial \theta} Q_n(\theta_0, \hat{\alpha}_n) \xrightarrow{d} N(0, \Lambda_0 V_\alpha \Lambda_0).$$

Under S2(v) the asymptotic distribution of the estimator is given by,

$$\sqrt{n}(\hat{\theta} - \theta_0) \xrightarrow{d} N(0, B_0^{-1}(\Lambda_0 V_\alpha \Lambda_0') B_0^{-1}).$$

Q.E.D.

**Proof of Proposition 2.** The first part follows from Lemma A1. The second part follows from Proposition 5b in Manski and Tamer (2002). Q.E.D.
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## Tables and Figures

Table 1: DDC Monte Carlo, 500 Monte Carlo runs, 25 subsamples of size $n/2$

<table>
<thead>
<tr>
<th>$n = 400$, $n_I = 200$, $n_s = 1000$</th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>1.00</td>
<td>0.14</td>
<td>0.79</td>
<td>1.24</td>
<td>0.10</td>
</tr>
<tr>
<td>$R$</td>
<td>4.02</td>
<td>0.53</td>
<td>3.24</td>
<td>4.96</td>
<td>0.39</td>
</tr>
<tr>
<td>$n = 200$, $n_I = 200$, $n_s = 500$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.99</td>
<td>0.18</td>
<td>0.72</td>
<td>1.37</td>
<td>0.17</td>
</tr>
<tr>
<td>$R$</td>
<td>4.00</td>
<td>0.78</td>
<td>2.94</td>
<td>5.95</td>
<td>0.86</td>
</tr>
<tr>
<td>$n = 100$, $n_I = 200$, $n_s = 250$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.94</td>
<td>0.32</td>
<td>0.47</td>
<td>1.48</td>
<td>0.35</td>
</tr>
<tr>
<td>$R$</td>
<td>3.75</td>
<td>1.26</td>
<td>1.92</td>
<td>5.70</td>
<td>1.15</td>
</tr>
<tr>
<td>$n = 50$, $n_I = 200$, $n_s = 150$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.89</td>
<td>0.54</td>
<td>0.11</td>
<td>2.03</td>
<td>0.47</td>
</tr>
<tr>
<td>$R$</td>
<td>3.57</td>
<td>2.35</td>
<td>0.60</td>
<td>8.16</td>
<td>2.27</td>
</tr>
</tbody>
</table>
Table 2: Dynamic Oligopoly Monte Carlo Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand:</td>
<td></td>
<td>Investment Cost:</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1.5</td>
<td>$\xi$</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>0.1</td>
<td>$\mu$</td>
<td>3</td>
</tr>
<tr>
<td>$M$</td>
<td>5</td>
<td>Marginal Cost:</td>
<td></td>
</tr>
<tr>
<td>$y$</td>
<td>6</td>
<td>$\nu^l$</td>
<td>7</td>
</tr>
<tr>
<td>Investment Evolution</td>
<td></td>
<td>Entry Cost Distribution</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.7</td>
<td>$\nu^h$</td>
<td>11</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.25</td>
<td>$\phi$</td>
<td></td>
</tr>
<tr>
<td>Discount Factor</td>
<td>0.925</td>
<td>Scrap Value:</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3: Dynamic Oligopoly With Nonparametric Entry Distribution

<table>
<thead>
<tr>
<th>$n = 400, n_I = 500$</th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>1.01</td>
<td>0.05</td>
<td>0.91</td>
<td>1.10</td>
<td>0.03</td>
</tr>
<tr>
<td>$\phi$</td>
<td>5.38</td>
<td>0.43</td>
<td>4.70</td>
<td>6.06</td>
<td>0.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 200, n_I = 500$</th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>1.01</td>
<td>0.08</td>
<td>0.89</td>
<td>1.14</td>
<td>0.05</td>
</tr>
<tr>
<td>$\phi$</td>
<td>5.32</td>
<td>0.56</td>
<td>4.45</td>
<td>6.33</td>
<td>0.53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 100, n_I = 300$</th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>1.01</td>
<td>0.10</td>
<td>0.84</td>
<td>1.17</td>
<td>0.06</td>
</tr>
<tr>
<td>$\phi$</td>
<td>5.30</td>
<td>0.72</td>
<td>4.15</td>
<td>6.48</td>
<td>0.72</td>
</tr>
</tbody>
</table>
### Table 4: Dynamic Oligopoly With Parametric Entry Distribution

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>n = 400, n_I = 500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.06</td>
<td>0.92</td>
<td>1.10</td>
<td>0.04</td>
</tr>
<tr>
<td>φ</td>
<td>5.38</td>
<td>0.42</td>
<td>4.68</td>
<td>6.03</td>
<td>0.41</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>6.21</td>
<td>1.00</td>
<td>4.22</td>
<td>7.38</td>
<td>0.26</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.2</td>
<td>0.67</td>
<td>10.2</td>
<td>12.4</td>
<td>0.30</td>
</tr>
<tr>
<td><strong>n = 200, n_I = 500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.07</td>
<td>0.89</td>
<td>1.13</td>
<td>0.05</td>
</tr>
<tr>
<td>φ</td>
<td>5.28</td>
<td>0.66</td>
<td>4.18</td>
<td>6.48</td>
<td>0.53</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>6.20</td>
<td>1.16</td>
<td>3.73</td>
<td>7.69</td>
<td>0.34</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.2</td>
<td>0.88</td>
<td>9.99</td>
<td>12.9</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>n = 100, n_I = 300</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.10</td>
<td>0.84</td>
<td>1.17</td>
<td>0.06</td>
</tr>
<tr>
<td>φ</td>
<td>5.43</td>
<td>0.81</td>
<td>4.26</td>
<td>6.74</td>
<td>0.75</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>6.38</td>
<td>1.42</td>
<td>3.65</td>
<td>8.43</td>
<td>0.51</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.4</td>
<td>1.14</td>
<td>9.70</td>
<td>13.3</td>
<td>0.58</td>
</tr>
</tbody>
</table>

### Table 5: Dynamic Oligopoly Model: Method of Moments Estimates

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SE(Real)</th>
<th>5%(Real)</th>
<th>95%(Real)</th>
<th>SE(Subsampling)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>n = 400, n_I = 500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.03</td>
<td>0.96</td>
<td>1.06</td>
<td>0.03</td>
</tr>
<tr>
<td>φ</td>
<td>6.09</td>
<td>0.18</td>
<td>5.86</td>
<td>6.36</td>
<td>0.05</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>7.04</td>
<td>1.01</td>
<td>5.42</td>
<td>8.35</td>
<td>0.90</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.1</td>
<td>0.65</td>
<td>9.97</td>
<td>12.0</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>n = 200, n_I = 500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.05</td>
<td>0.92</td>
<td>1.08</td>
<td>0.04</td>
</tr>
<tr>
<td>φ</td>
<td>6.06</td>
<td>0.24</td>
<td>5.74</td>
<td>6.38</td>
<td>0.10</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>6.89</td>
<td>1.98</td>
<td>3.52</td>
<td>9.16</td>
<td>1.35</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.0</td>
<td>1.54</td>
<td>9.21</td>
<td>12.5</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>n = 100, n_I = 300</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ξ</td>
<td>1.01</td>
<td>0.06</td>
<td>0.90</td>
<td>1.10</td>
<td>0.04</td>
</tr>
<tr>
<td>φ</td>
<td>6.02</td>
<td>0.34</td>
<td>5.43</td>
<td>6.48</td>
<td>0.15</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;l&lt;/sup&gt;</td>
<td>6.86</td>
<td>2.34</td>
<td>2.61</td>
<td>9.16</td>
<td>1.44</td>
</tr>
<tr>
<td>ν_&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11.1</td>
<td>1.83</td>
<td>8.73</td>
<td>13.58</td>
<td>1.09</td>
</tr>
</tbody>
</table>
Figure 1: Entry Cost Distribution for $n = 400$

Figure 2: Entry Cost Distribution for $n = 200$
Figure 3: Entry Cost Distribution for $n = 100$