#set the directory where we'll find the data

setwd("E:/data")  #must use forward slashes

#this file has a lot of variables that we won't use in pan

alz <- read.csv("educ_time.csv", header=T)

library(pan)

names(alz)

dim(alz)

#There are many different ways to arrange the data for pan.  This is just one of them.

#y: a matrix with the variables that have missing data in them

yvals <- cbind(alz$npnit, alz$npcerad, alz$npbraak, alz$npneur)

#let's store the variable names for later

yvals.names <- c("npnit", "npcerad", "npbraak", "npneur")

#The use of Pan example

#prior specification; the "4" corresponds to the number of variables in "yvals"

prior <- list(a=4,Binv=diag(1,4),c=8,Dinv=diag(1,8))

#a and Binv correspond to the normal covariance matrix

#a must be at least as big as the number of y variables, Binv must have exactly as many rows and columns as a.  4, in our case

#c and Dinv correspond to the random effects covariance matrix

#c must be at least as big as the number of random effects times the number of y variables.  4*2=8, in our case.

#Dinv must have c rows and columns.

#The code above specifies noninformative Wishart priors.  Increase a or c to put informative Wishart priors on the distributions.

#variable that denotes individual subjects; idnos

center <- alz$xadcidn

#now we're making our "pred" matrix.  I'm calling it "predictors"

ones <- rep(1, 2060)

predictors <- cbind(ones, alz$time, alz$educ, alz$mmselast, alz$npdage, alz$npgender)

#again, let's save the names of these variables.  It'll be useful later, when we need to re-assemble our data after pan runs.

predictors.names <- c("ones", "time", "educ", "mmselast", "npdage", "npgender")

#columns of "pred" that are used as the fixed effects.  We're using all of them.

xcol <- 1:6

#columns of "pred" to be used as random effects.  The first column (vector of ones) gives random intercepts

#the second variable in "pred" is time; so we're assigning a random slope to time for predicting each y variable.

zcol <- 1:2

#Now, the code below runs the pan function

#pan outputs a new "y" matrix with imputed data for the missing values.

#the code below creates a new matrix "new.yvals" with all of the imputations stacked in order

new.yvals <- NA         #create an empty object to work with

m <- 5          #number of imputations

for(i in 1:m) {     #loop as many times as we're imputing

seedno <- (i+18)^2      #a random number seed needs to be set; this just makes it different for each imputation

new.yvals <- rbind(new.yvals, pan(yvals,center,predictors,xcol,zcol,prior,seed=seedno,iter=1000)$y)

#1000 DA steps, we're only saving the data part of pan's output.  ($y gets only that)

}

new.yvals <- na.exclude(new.yvals)  #the first row was all NAs

#diagnostics

#as currently set up, my code doesn't run diagnostics.  Use this call instead:

#result <- pan(yvals,center,predictors,xcol,zcol,prior,seed=seedno,iter=1000)

#there are a _lot_ of parameters to look at in pan.  This code only investigates a few.

#I typically just use a massive number of iterations and not worry about it.

#par(mfrow=c(1,1))

#plot(1:1000,log(result$sigma[1,1,]),type="l")

#acf(log(result$sigma[1,1,]))

#plot(1:1000,log(result$psi[1,1,]),type="l")

#acf(log(result$psi[1,1,]))

#par(mfrow=c(3,2))

#for(i in 1:6) plot(1:1000,result$beta[i,1,],type="l")

#for(i in 1:6) acf(result$beta[i,1,])

#So, we have the imputed variables done.  Now, we need to create our original dataset.

#We need to add on the variables with complete data and a _Imputation_ variable

#First, the predictor matrix and center

newxs <- cbind(center, predictors)              #we've got the variables already...

xvals <- rbind(newxs, newxs, newxs, newxs, newxs)   #stack them m times; 5 in our case

newxs.names <- c("center", predictors.names)        #using the variable names

names.newdata <- c(yvals.names, newxs.names)        #again

Imputation <- sort(rep(seq(m), 2060))           #the 2060 is the number of observations in the dataset

#put it all together, label it

newdata <- as.data.frame(cbind(new.yvals, xvals, Imputation))

names(newdata)                  #The first 11 variables need to be renamed.  We have their names.

names(newdata)[1:11] <- names.newdata

#Finally, let's save our result as newdata_long.csv in our working directory!

write.table(newdata, "newdata_long.csv", sep=",", row.names=FALSE)

