library(mice)

mice.func <- function(dset, nimp, outname) {

#(factor variable switch)

dset.names <- names(dset)

dset.m <- as.matrix(dset)

pnc <- (1 - diag(1, 9))

pnc.method <- c(rep("norm", 8), "pmm")

temp <- as.data.frame(complete(mice(dsub, m=nimp, imputationMethod=pnc.method, predictorMatrix=pnc), "long"))

names(temp) <- dset.names

write.table(temp, outname, sep=",", na=".", row.names=FALSE, append=FALSE)

}

csim1 <- read.csv("csimsk1.csv", header=T, na.strings=".")

mice.func(csim1, 5, "mice1skc_pmm.csv")

mice.func is a function I wrote to make using mice() slightly easier.  Its first argument is the data frame that you want to run MI on.  The second argument is the number of imputations, while the third is the name of the file where you want to save your imputed data.  

As for the function, there are certain things that you’ll need to change for running this on your dataset.  Here’s what they are:

pnc: this matrix tells R which variables to use to predict the other variables.  If you have k variables in your dataset, this must be a k x k matrix.  As an example, let’s have 4 variables:

0 1 1 1

1 0 1 0

1 1 0 0

1 1 1 0

The first row corresponds to the variables used to impute the first variable in your dataset; here we’re using variables 2-4.  The second row corresponds to the second variable; we’re only using variables 1 and 3, not 4.
pnc.method: a vector of strings for which imputation method to use.  “norm” is OLS regression, “pmm” is predictive mean matching, “logreg” is logistic regression, “polyreg” is multinomial logistic regression, etc.  The help file has a long list of the available methods, but these are the most commonly used ones.  If you’re using “polyreg” for a variable (say, “npbrkm”), then the variable needs to be a “factor”.  If “npbrkm” is the 9th variable in your dataset, replace “#factor variable switch” with the following line:

dset <- data.frame(dset[,1:8], npbrkmf=factor(dset$npbrkm))

