Biostat 578

Missing Data

Homework Key #3

1.  Use SAS to perform multiple imputations on a dataset of your choice, using the MCMC method.  Impute at least 3 datasets.

 a) Display and interpret the time series plot for the worst linear function.  At approximately what iteration would you judge the iterations to have converged to a stable distribution?

Example:
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There are no major trends in the initial part of the graph; the WLF seems to be varying around zero over the 1000 iterations displayed.  I would suspect convergence occurs very quickly; almost certainly within the first 100 iterations.  As this is the worst linear function, we can say that after 100 iterations, it appears that we can draw from the posterior predictive distribution of the parameters.

 b) Display and interpret the autocorrelation plot for the worst linear function.  What appears to be the minimum amount of iterations between imputations if we want correlations below 0.05?

Example:
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The correlations decay very sharply here; it seems that the draws are nearly independent after about 6-10 iterations.  A case could be made for needing only two iterations between parameter draws, but it’s safer to run more iterations between draws.  I still recommend no fewer than 100 iterations between draws unless your imputations are running extremely slowly.
 c) Run basic descriptives (means and variances) on three of the imputed datasets.  Please only run them on one variable that had missing data initially!

The answers vary according to which dataset was used; the point was to see how the estimate of the parameter changed for each imputation.  The differences between the means represent the between-imputation variance, while the average of the variances is the within-imputation variance.

 d) Would you have been able to use a monotone missing data method on your dataset?

Again, it depends on your data.  So long as the variables can be rearranged to make a monotone pattern, then the monotone methods could be used.  A quick trick to make this work in SAS is that the order SAS interprets the variables is the same as your order in the “var” statement of PROC MI.  Odds are that it won’t be useful for your project, however.
