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Smart devices with the capability to record audio can create a trade-of for users between convenience and privacy. To 
understand how users experience this trade-of, we report on data from 35 interview, focus group, and design workshop 
participants. Participants’ perspectives on smart-device audio privacy clustered into the pragmatist, guardian, and cynic 
perspectives that have previously been shown to characterize privacy concerns in other domains. These user groups difered 
along four axes in their audio-related behaviors (for example, guardians alone say they often move away from a microphone 
when discussing a sensitive topic). Participants surfaced three usage phases that require design consideration with respect to 
audio privacy: 1) adoption, 2) in-the-moment recording, and 3) downstream use of audio data. We report common design 
solutions that participants created for each phase (such as indicators showing when an app is recording audio and annotations 
making clear when an advertisement was selected based on past audio recording). 
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1 INTRODUCTION 
People are increasingly surrounded by devices with the ability to record audio. For example, the overwhelming 
majority of Americans own smartphones; 94% of them say that they frequently keep their phones with them, and 
82% say they rarely or never turn these devices of [63]. These powerful computing devices are always equipped 
with a built-in microphone, a necessity for any phone call. Most tablets and laptops also support high-quality 
ambient audio recording, and smart speakers, whose primary interaction mechanism involves audio recording, 
currently have the fastest adoption rate of any technology [73]. This suggests the potential for both users and 
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their companions to be recorded by devices in their vicinity. Innovations in smart homes and smart cities suggest 
that the surface area of this exposure is only likely to grow [18]. 
Activists have raised concerns about audio recording leaving users vulnerable to state agents, technical 

adversaries, and corporate entities [31, 72]. These fears are not outside the realm of possibility; for example, 
in isolated incidents, governments have subpoenaed Amazon Echo recordings to investigate crimes [51], and 
malicious actors have hacked smart baby monitors to listen in on and troll families [14]. Inadvertent data leaks 
have led companies to share people’s private audio recordings with other users [39, 82], and it is a common 
internal practice at many companies to manually review users’ audio data, including recordings of intimate and 
compromising moments [1]. More mundanely, but at least as consequential, audio data increasingly provides 
fodder for surveillance capitalism, which introduces users to a host potential harms. By collecting personal data 
about users’ behaviors, companies are able to make decisions about which advertisements to show, strategically 
predict moments of vulnerability when users will be likely to make purchases, determine what price point a user 
is likely to tolerate, and more [85]. 
Prior work has shown that users do not always have accurate mental models of the privacy risks posed by 

devices with audio-recording capabilities [45], and they regularly grant unnecessary permissions to the systems 
they use, opening themselves up to additional risk [80]. Further, platforms and devices may not always surface 
the opportunity to make privacy-related decisions, and for example, a New York Times investigation found that 
more than 250 innocuous-seeming games on the Google Play store (e.g., Pool 3D by Dumadu Games) access the 
device’s microphone to listen for television programming signals [48]. Without the user’s knowledge, these apps 
can detect the television programming and related advertisements that users are exposed to, collecting data which 
they can later use themselves or resell to others [48]. Collectively, this past work suggests there are opportunities 
to design interfaces that better support users’ privacy needs with respect to audio recording. 

Thus, the goal of this study was to generate design insights to help devices that record audio better support users’ 
privacy. To achieve this aim, we conducted a two-part study, composed of: 1) interviews and focus groups, and 2) 
design workshops to generate novel design concepts. We found early in our analysis that participants’ perspectives 
regarding audio-data privacy aligned with the existing categories of Schomakers et al. [68]’s framework. 
This framework documents that across many diferent technologies, users can be divided by their privacy 

behaviors into: guardians, who worry a great deal about privacy risks and take action to protect themselves, 
cynics, who worry about privacy risks but do not know what to do about them, and pragmatists who worry 
relatively little about risks and instead focus more on the value technologies ofer them. Given that these user 
groups often require distinct designs to support their needs [68], we examined participants’ perspectives and 
design ideas regarding audio data privacy, diferentiated by group. Specifcally, we ask the following research 
questions: 

• RQ1: What are the unique concerns and needs of guardians, cynics, and pragmatists with respect to audio 
data? 

• RQ2: What interface designs would best support each of these user types, and collectively, what approaches 
should designers adopt that will meet the privacy needs of all of these groups? 

These groups difered along four distinct axes, and we describe how diferences in perspective translate into 
behaviors. For example, we document guardians’ practice of moving away from a smart speaker when discussing 
sensitive information, and cynics’ common experience of attempting to change smartphone audio settings, 
becoming confused, and abandoning the attempt. We also found that participants’ design priorities varied by 
group. For example, pragmatists’ designs blended convenience with privacy, guardians’ designs prioritized 
communicating risk, and cynics created designs that were careful not to assume prior knowledge. Despite these 
diferences, all user groups surfaced three key usage phases that require designed support to protect users’ 
audio-data privacy: 1) adoption or installation, 2) in-the-moment recording, and 3) downstream use of audio data. 
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Thus, this work ofers two main contributions. First, we document the privacy needs of each of these user types 
in the context of audio recording and present corresponding design concepts. Second, we provide a framework 
outlining the three key moments in which users can beneft from UI support for protecting their audio-data 
privacy. This includes making salient when and how audio data is used to shape users’ experiences. 

2 RELATED WORK 
The increase in ubiquitous devices has created a need for new conversations about user privacy. As the number 
of always-on listening devices have increased, so has the potential for these devices to act as leaky objects that 
“unintentionally reveal implicit information about individual or collective users” [34]. Here, we describe prior work 
investigating privacy concerns in the context of ubiquitous systems that record audio, and synthesize the large 
body of research modeling users’ privacy perspectives. 

2.1 Privacy in the Audio Context 
Many studies have examined users’ perspectives on specifc systems with the capacity to record audio. Prior 
work examining users’ perceptions of smart speaker privacy explains that many users are unaware of being 
recorded and having their recordings permanently stored [49]. Users have varying opinions about the use of 
this data depending on who is accessing it and what they are using it for [84], personal trust in the company 
collecting the data [45], and personal interest in the technology. 
When people are aware of being audio or video recorded, they consistently express the desire for informed 

consent [25, 59], and when being recorded by novel technologies, people report feeling more comfortable if they 
know what the data will be used for [25, 45, 46, 59]. Tabassum et al. investigated user expectations for the future 
of always-on listening voice assistants and found that participants were able to imagine a vast range of potential 
services pertaining to conversation but also worry about multi-user settings and the trade-of between privacy 
and utility [74]. Other work has found that users express cynicism about their lack of control over their audio 
data [79]. 
A smaller body of work examines how designers might support users in better understanding and manag-

ing their audio data. One investigation examined audio recording in children’s toys and concluded designers 
should implement indicators alerting users when recording is active [50]. An investigation of smart speaker 
privacy preferences found that smart speakers should be capable of having their microphones disabled via voice 
commands [45] and in a co-design study of smart homes, participants recommended stand-alone controls for 
recording devices [83]. 

2.2 Modeling Users’ Privacy Perspectives 
A large body of work seeks to model users’ general perspectives about their privacy, and numerous classifcation 
schemes organize users according to their privacy needs and practices [20, 24, 42, 44, 55, 56, 65, 68–70]. For 
example, Morton and Sasse demonstrate that users can be clustered according to the types of informational 
cues they consider important when making privacy decisions, distinguishing, for example, those who look for 
assurances from reputable companies from those who look to advice from friends and family [55]. Separately, 
Fortier and Burkell show that Facebook users can be categorized according to their views about the purpose of a 
Facebook profle, and that these categories predict diferent privacy needs [24]. 

Much of the work to theorize and model users’ privacy perspectives builds on Alan Westin’s program of research. 
Between 1978 and 2004, Westin published over 30 privacy-related surveys, culminating in the development of 
a classifcation scheme for users based on their perspectives about the privacy and security of their personal 
data. In Westin’s fnal study in this series, he defned three types of users: Privacy Fundamentalists, Privacy 
Unconcerned, and Privacy Pragmatists [44]. 
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Over time, others came to critique and evolve this taxonomy. For example, Draper explained that much of 
Westin’s depiction of Privacy Pragmatists is built on the idea that these users, “. . . have access to the information 
necessary to evaluate their options and are capable of calculating the costs and benefts. . . to make optimal choices 
regarding data privacy” [19]. Westin’s conceptualization of the Privacy Pragmatist has been met with criticism 
from academics and privacy advocates, who argue that users’ behavior frequently contradicts their privacy 
concerns because they lack sufcient information and are overwhelmed by complexity [7]. 
The discrepancy between users’ reported privacy concerns and actual behavior is known as the Privacy 

Paradox [41, 76]. Prior work documents that this paradox can be explained by cognitive biases that prioritize 
short-term benefts over the long-term benefts of privacy [6, 7]. Furthermore, the information asymmetries 
characteristic of privacy decisions can make it difcult for users to fully understand the costs and benefts of 
privacy and convenience [37]. Users frequently fail to understand what protections they are relinquishing when 
they grant permissions to third-party applications [22], and apps are often over-privileged and expose users to 
unnecessary risk [80]. Researchers report that many users describe having privacy concerns but simultaneously 
express feelings of apathy and futility, which leaves them unwilling to take action to protect their data [32, 76]. 
Hofmann et al. dub this behavior privacy cynicism, a cognitive coping mechanism that allows users to rationalize 
their behavior [35]. Thus, categorizing and modeling diferences in privacy behaviors requires consideration of 
these biases and constraints. 
Building on Westin’s studies and the analysis and criticism that followed, many researchers have explored 

ways of refning and adapting Westin’s classifcation scheme [20, 42, 56, 65, 68–70]. For example, Dupree et al. 
sought to improve the predictive utility of the classifcation scheme, and constructed fve personas that refect a 
combination of users’ motivation and knowledge regarding privacy [21]. The resulting personas, such as the Lazy 
Expert and the Marginally Concerned, proved more productive for designers than the original Westin categories. 

In the current study, we leveraged a categorization scheme developed by Schomakers et al. that further refned 
Westin’s initial model of users’ privacy perspectives [68]. They show that users cluster into: 

• Privacy Guardians: Users that are, “highly concerned and [take] privacy protective actions.” 
• Privacy Cynics: Users who are, “concerned but [feel] powerless and unable to protect their privacy.” 
• Privacy Pragmatists: Users that, “[show] the least [concern] which they weigh against benefts.” 

We chose to use this categorization scheme to organize our analysis, because it aligned with our frst set of 
emergent themes (see Section 3.1.3) while also addressing key concerns critics raised regarding the original 
Westin categories. Thus, we leverage this extensive body of prior work to examine users’ privacy needs and 
design priorities regarding audio data through the lens of the known distinctions between pragmatists, guardians, 
and cynics. 

2.3 Designing for Privacy 
A large body of work has examined how design decisions can afect users’ privacy. To address concerns about 
privacy, prior work has developed solutions, such as guidance for notifcation design [52, 71], systems, and 
tools to protect users [13, 16, 40], government interventions [59, 61], and risk models for IoT devices [33, 36]. 
Acquisti suggests that “nudges,” design decisions that take advantage of various cognitive biases to infuence user 
behavior, can be used to encourage users to make more privacy-sensitive decisions, but questions the ethical 
implications of this approach [6]. Gambino et al. build on this work by identifying key reasons why users do 
or do not share their personal information in online settings [26]. Other work has shown that the design of 
permission notifcations changes the likelihood that users will disclose information, [71, 75], and platforms that 
apply privacy preferences across all apps can signifcantly decrease the number of decisions users face and the 
likelihood of sharing sensitive data [13]. 
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In a study investigating voice-activated toys, McReynolds et al. suggest that designers include a change in the 
visual interface that indicates when a device is recording [50], while Krstulović analyzes the ethical implications 
of smart home devices constantly “listening” to users [43]. Bugeja et al. recommend that interfaces display 
risks more intuitively, and ofer manipulable functions that give users control over the collection and sharing 
of data [12]. Other work recommends limiting background-noise recordings [40] and protecting devices from 
malicious attacks [29]. Finally, other work recommends that the government should regulate privacy protections 
for users, especially in cases where users feel they do not control their own data [59, 61]. Our work builds on 
these design recommendations to examine the design directions users feel are most supportive of their privacy 
needs, specifcally within the context of audio data collection. 

3 METHODS 
We conducted a two-part study to identify user-centered, privacy-conscious designs for devices that record audio 
data. We frst conducted interviews and focus groups to explore users’ perspectives on audio recording. We 
used themes from this formative work to create prompts for subsequent design sessions. Using these prompts, 
we conducted three in-person and six remote design workshops with a separate set of 14 participants to elicit 
user-generated design ideas for supporting privacy in the context of audio recording. Throughout this paper, 
we refer to interview and focus group participants with the notation, “P#” and design session participants with, 
“DSP#.” 

3.1 Interviews and Focus Groups 
3.1.1 Interviews and Focus Groups—Participants. We recruited 32 participants from across the United States 
to participate in either in-person semi-structured interviews, remote semi-structured interviews, or in-person 
semi-structured focus groups. We recruited participants through a mix of channels, including social media, 
Craigslist bulletin boards, email listservs, groups supporting immigrants with various legal statuses, groups 
supporting individuals who are blind or low-vision, and an institutionally maintained database of members of 
the public interested in participating in research studies. Our goal was to assemble a participant pool with a wide 
range of privacy and security needs. All participants were 18 years of age or older and owned at least one smart 
device. We did not collect demographic data at the time of the study, but we later reached out to past participants 
and asked if they would be willing to provide this information. Approximately half of participants responded to 
this later solicitation, and their data is shown in Table 1. 

3.1.2 Interviews and Focus Groups—Materials and Procedures. We developed a semi-structured protocol that 
probed the participants’ perceptions of audio data recording, concerns about privacy, risk-management strategies 
(if any), usage habits, and other related topics. The protocol for individual interviews was adapted for use in 
focus groups by adjusting questions, inviting multiple responses, and creating space for participants to build on 
each other’s ideas. The core questions used in individual interviews and adapted for focus groups are listed in 
Appendix III 1. 

Participants were interviewed by a single research team member and were given the option to participate in 
either a remote or in-person interview. Participants who indicated a preference for a remote interview participated 
via a video conference call (Google Hangout or Skype) or an audio call. Each focus group was conducted by two 
research team members in-person at our institution. At the start of each interview or focus group, participants 
verbally consented to the session being audio recorded. Interview participants received a US$15 gift card to 
Amazon, and focus group participants received a US$30 gift card to Amazon. Compensation amounts were based 
1Appendices I, II, and III are online supplementary materials, which can be viewed at the ACM digital library 
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Table 1. Participant demographic information. 

Gender Women (27%), Men (31%), No response (41%) 

Age (years) 18-24 (13%), 25-34 (10%), 35-44 (6%), 45-54 (18%), 55-64 (4%) 
65-74 (8%), 75-84 (2%), Prefer not to disclose (2%), No response (37%) 

Race White (31%), Black or African American (6%), Asian (12%), No response (52%) 
Ethnicity Not Hispanic or Latino (41%), Hispanic or Latino (8%), No response (52%) 

Vision Impairment Blind and Low-Vision (27%), General Population (73%) 

Highest Level of Education 
Less than high school degree (0%), High school degree or equivalent 
(e.g. GED) (0%), Some college, no degree (2%), Associates degree (8%), 
Bachelors degree (24%), Graduate degree (14%), Not reported (53%) 

Average Household Income 

Less than $20,000 (4%), $20,000 to $34,999 (2%), $35,000 to $49,999 (10%), 
$50,000 to $74,999 (10%), $75,000 to $99,999 (4%), 
$100,000 to $149,999 (8%), $150,000 to $199,999 (4%), $200,000 or more (4%), 
Prefer not to disclose (2%), Not reported (53%) 

on the length of the session and travel requirements. The study was approved by our university’s Institutional 
Review Board. 

3.1.3 Interviews and Focus Groups—Analysis. Audio recordings of all sessions were transcribed and collaboratively 
analyzed using an inductive-deductive approach [15]. To create the initial codebook, three members of the research 
team independently read one transcript and inductively created and assigned codes to salient quotes. The team then 
came together to discuss codes and develop a preliminary codebook. This process was repeated several more times, 
iterating on the initial codebook. Consistent with best practices in qualitative inquiry [8], we iteratively revised 
our research questions throughout the analysis process. Our initial code categories distinguished participants as 
concerned or unconcerned about audio recording, and early codes categorizing users’ perspectives and behaviors 
included trust, creepiness of recordings, control, consequences, and reactions. Following Corbin and Strauss [15], 
we then consulted the literature to examine our emergent themes against existing constructs. We found that 
these themes aligned with Westin’s classifcation scheme, which categorizes users as Privacy Fundamentalists, 
Privacy Unconcerned, and Privacy Pragmatists [44]. We then reviewed criticism of this classifcation scheme 
and subsequent work that refned these categories [42, 68–70], selecting Schomakers et al [68]’s framework as a 
useful lens for our data (see Appendix I for a Snip-It of Analysis Based On Schomakers et al. Framework). Once 
code categories were robust, the research team divided the remaining transcripts for individual coding. The 
initial codebook contained over one hundred codes, which were refned to yield a hierarchy with ffteen general 
codes and several sub-codes including: Trust with sub-codes such as source trust or socio-political legitimacy and 
Knowledge Acquisition with sub-codes such as passive, stagnant, or proactive. Although we collected data from 
32 participants, we reached saturation after reviewing data from 21 interview and focus group participants. 

3.2 Design Sessions 
3.2.1 Design Sessions—Participants. We recruited participants through a mix of social media platforms, institu-
tional listservs, groups for people interested in participating in research, and special-interest groups, including 
those for people who are blind or low-vision. All participants were 18 years of age or older and owned a smart-
phone or smart speaker. In total, we recruited 19 participants, seven of whom participated individually, and 12 of 
whom participated together with one or more other participants. Demographic information about participants is 
shown in Table 1. 
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3.2.2 Design Sessions—Materials and Procedures. We developed three design session protocols for: 1) an in-
person, general-population session, 2) an in-person session for blind or low-vision participants, and 3) a remote 
session (conducted via Google Hangouts or Skype). As with interviews, participants were given the option to 
choose between a remote or in-person design session and gave their verbal consent for researchers to audio 
and video record the session. Participants who completed in-person design sessions received an Amazon gift 
card worth US$45, and participants who completed remote design sessions were compensated with an Amazon 
gift card worth US$35. Compensation amounts were determined based on the length of the session and travel 
requirements. 
Using themes from our interviews and focus groups, we created eight “scenario cards” and eight “parameter 

cards” as prompts for the design sessions. Scenario cards described concrete user scenarios, inspired by the 
concerns participants expressed during interviews and focus groups. These scenarios focused on misuses of 
smartphones and cellphones, because these were frequently raised by participants during the interviews and focus 
groups. Scenario card topics were: (1) microphone access via applications, (2) audio data capture and leakage, (3) 
real-time notifcations of audio data capture and user control over recording, (4) user understanding of audio 
data recording and its consequences, (5) decision support around audio data, (6) targeted advertising via audio 
data, (7) user understanding of permission statements, and (8) user monitoring, tracking, and control over social 
media microphone access. 

For example, fgure 1a shows a card describing a user scenario where a smartphone application records a user’s 
audio data without their knowledge or consent. The parameters portrayed on the parameter card were provided 
to help participants scope their ideas. The parameter cards included: (1) light, (2) vibration, (3) noise, (4) pop-ups, 
(5) text-based disclaimer, (6) icon in the status bar, (7) make/create your own signal, and (8) law/bill/policy. For 
example, fgure 1b) would prompt the participant to design a pop up to address a scenario about applications 
accessing the microphone. 

In-person design sessions began with introductions and pre-task discussion (25 mins), followed by individual 
and group design tasks (35 mins), post-task discussion (20 mins), and wrap-up (5 mins), for a total of 85-90 minutes. 
For the design tasks, each participant was given markers, a large sheet of paper, one random scenario card, and 
one random scenario parameter card. Participants individually sketched solutions to their given scenario and 
scenario parameter cards and then repeated the exercise in pairs with another participant. After completing the 
design-task, each pair presented their favorite solution and the researcher facilitated a conversation about their 
designs. These procedures are outlined in more detail in Appendix II. 

(a) Scenario Card (b) Parameter Card 

Fig. 1. Examples of a Scenario Card and a Parameter Card, which would be randomly assigned to participants during design 
sessions. 
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Remote design sessions followed the same general format but were modifed to accommodate the online 
context. All remote design sessions were conducted one-on-one with a research team member and the participant 
individually completed two to four rounds of the design task. For each round, the scenario and scenario parameter 
were randomly selected and read aloud to the participant. To accommodate blind and low-vision participants, 
we provided these participants with three pdf or word documents in advance: the design session schedule, 
the scenarios, and the scenario parameters. Participants used a screen reader for the design session as needed. 
Participants were given the option to either verbally communicate their design solutions or document them on 
paper and send them to the facilitator at the end of the session. 

3.2.3 Design Sessions—Analysis. After transcribing design session audio recordings, two members of the research 
team conducted an initial analysis of the transcripts and design artifacts (see examples of participant design 
artifacts in fgures 3a, 4a, and 5a). During this analysis, researchers identifed preliminary themes and added 
them to the codebook created during the analysis of interview and focus group data. The research team then 
categorized design session participants according to Schomakers et al. [68]’s framework (see Appendix I for 
a Snip-It of Analysis Based On Schomakers et al. Framework). Although design participants did not answer 
formal interview questions as interviewees and focus group participants did, the research team was able to 
categorize design session participants by focusing on participants’ responses during the pre-task discussion and 
conversations participants had surrounding their perspectives on audio data recording while completing the 
design tasks. 

After participants were categorized via Schomakers et al. [68]’s framework, two research team members then 
re-examined participants’ design ideas by group (pragmatists, guardian, or cynic) and through collaborative 
discussion and iterative coding over several weeks, they identifed design themes within each group. Although 19 
individuals participated in the design sessions, saturation was reached after analyzing data from 14 participants. 
Three members of the research team then conducted a secondary iterative analysis of design ideas through 
weekly meetings over several months, in which designs across all three categories were looked at holistically. 

Finally, the research team created wireframes using a prototoyping tool called Figma [5] (see Figures 3b, 4b, 
and 5b) through collaborative discussion and interpretation over several weeks as a way to make sense of 
participant design ideas. 

4 RESULTS 

4.1 Perspectives on Audio Data Collection 
We found that participants’ perspectives aligned with the framework developed by Schomakers et al. [68]. 
Specifcally, their perspectives refected the attitudes of: guardians (� = 10), pragmatists (� = 15), and cynics 
(� = 10). We further found that participants’ behaviors difered by group, as described in detail below. Figure 2 
summarizes some of these themes, showing four ways in which group behavior difered. For example, a majority 
of guardians (represented by “G” and a red circle in Figure 2) said they physically move away from smart devices 
or lower the volume of their voice when discussing something sensitive. In contrast, cynics (represented by “C” 
and a yellow circle) reported occasionally but inconsistently engaging in this behavior. Pragmatists (represented 
by "P" and a blue circle) reported rarely regulating their distance or voice when around a microphone. We 
elaborate on these behavioral diferences below. 

4.1.1 Perspectives of Audio Pragmatists. Fifteen participants (43%) expressed views that were dominantly refective 
of the pragmatist perspective. As described above, privacy pragmatists are those who have few privacy concerns 
and show a willingness to trade privacy risk for high-value experiences. Their trust in large companies and a 
high degree of technology self-efcacy help them to feel comfortable adopting technologies that may come with 
some risk [68]. 
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Fig. 2. The behaviors and perspectives of the three user groups (guardians, cynics, and pragmatists) and how they difer 
along four diferent axes: 1) regulating their physical distance/voice when a microphone is active, 2) belief that audio data 
collection is a concern, 3) takes time to learn about downloaded apps, and 4) actively checks audio setings. 

Audio-data pragmatists explained that, for them, the benefts of enabling microphone features compensate for 
potential risks. P16 explained that, even after learning about risks posed by audio data collection, they are not 
interested in changing their daily behaviors to mitigate risk, “‘cause I think right now the pros outweigh any issues. 
It’s just easier for me to really contact people and use my technology more [by using the microphone], especially when 
I’m driving.” P20 emphasized the value of audio features, saying, “If I am doing something else and I need to. . . call 
someone I do the, ‘Okay Google’. . . They [Google] need to use the microphone so you just give it access because there’s 
no other way to actually use the feature.” Pragmatists explained that they avoid audio-recording features to protect 
their privacy only when these features ofer so little value that there is no reason to use them. P22 explained they 
would disable the microphone only, “if it didn’t impact my life too much,” and P25 elaborated, ”I never went in and 
tried to turn anything of [in the settings] ‘cause I use it all the time! [laughs].” This focus on the value of audio data 
collection was characteristic of pragmatists across interviews, focus groups, and design sessions. 

Pragmatists explained that their focus on the value, rather than the risk, of microphone-enabled features stems 
in part from their faith in large companies. They said things like, “if it’s coming straight from Google, that’s fne. . . if 
Google was using data [inappropriately], they’d be pretty screwed, so in that sense I don’t think the company would 
take the risk in using the Google Home to farm my data and steal my identity” (P1). Similarly, DSP2 explained, 
“They may be monitoring occasionally, but I kind of just have to trust the app that they’re only using the microphone 
when I want them to use the microphone.” This innate trust in large online companies like Google, Amazon, and 
Apple gave pragmatists the confdence to use audio-enabled technologies without taking action to safeguard 
their data. Participants explained that these large entities are regulated and subject to both government oversight 
and public opinion, explaining that this accountability gives them faith that companies will not use audio data in 
problematic ways. 
Because of this trust, pragmatists stated that they were not concerned by the idea of devices with always-on 

listening, even if it extended beyond well-defned usage scenarios. P16 explained that their device listens in as 
they go about their daily life, but this invasion is a not a threat: “I’m sure it’s listening to me all the time. [laughs] 
For example, cause I do use the ‘Okay Google’ a lot, so it’s always listening to me. Like sometimes I’ll be in a meeting 
and I’ll [hear]—[beeping impression] ‘I did not recognize that voice’—or something like that. . . it’s listening to what 
I’m saying.” Across this group, we found that participants occasionally invested in learning about audio features 
and settings but typically did not engage in protective actions or express concerns about data collection. 
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4.1.2 Privacy Guardians. Ten (29%) participants expressed views that were primarily refective of a guardian 
perspective. These participants described regularly taking steps to safeguard their audio data or prevent it from 
being collected in the frst place. For example, DSP8 described their own behavior saying, “The microphone, I 
don’t have it by default in the apps, only when I want to use the app. . . I don’t have anything like that enabled by 
default.” DSP10 goes to even greater lengths to prevent unnecessary audio data collection; like other guardians in 
our study, they modify what they say in front of their smart devices: “Once I have my phone with me I’m very 
cautious of what I say or what I talk about. . . if I don’t want to be quoted, I just keep quiet.” Many other guardians 
told us they avoid technology altogether if they feel it might be collecting audio data invasively. For example, 
DSP2 explained, “ I will look at the permissions. . . that app has no reason to use this data and so, I just fat out won’t 
download it.” 

In addition to avoiding systems and shutting of features, guardians told us that they work to protect themselves 
from audio data collection by learning about the technologies they use. Participants said things like: 

“If I hear about a particular app, of course I go to Google and do a Google Search–that is [step] one: to 
read about it. Then, two, you always fnd, you know, user reviews and you see fve star, four star, three 
star, two star. I go after the worst of the comments.” (P24) 

Guardians commented on the importance of learning about the audio recording behaviors of the technologies 
they use, their interest in this learning process, and the fact that they wait to engage with audio-recording features 
until they have had a chance to do this due diligence. For example, DSP5 explained: 

“I have no apps turned on, partly because I’m really hesitant for all the little things they want to know 
and want permission for, but I can tell that what I really need is a private session with somebody to learn 
how to turn things on and of. . . I would fnd that very interesting.” 

These participants described this background research as an essential prerequisite to using audio features. 

4.1.3 Privacy Cynics. The remaining 10 participants (29%) expressed views that were predominantly refective of 
a privacy cynic. Cynics described accepting default permissions and settings, expressed a lack of understanding 
of how and when their devices collect audio data, and described uncertainty about how they might learn more. 
These users described their lack of understanding of audio data collection by saying things like, “I’m just not sure 
if that data is stored on the phone or. . . if it’s out in the air in like their databases or what not” (P13), and “I can’t 
fgure out how to turn it of ” (DSP7). 

These participants lacked pragmatists’ trust that technology companies will protect them, but they also lacked 
guardians’ self-efcacy and confdence that they can protect themselves. As a result, they described foundering: 
either attempting to protect themselves through actions they do not fully understand or giving up and doing 
nothing. They described wanting to prevent audio recording but not knowing what to do about it, saying things 
like, “You know, I’ve tried to [change the audio recording settings], especially when I frst got the phone many years 
ago, and I found it screwed things up too much, and I don’t know if it really made any diference” (P14). Similarly, 
DSP12 described wanting to adjust their microphone settings, but not knowing how to do so or how to learn 
more: “I don’t know how you turn of the microphone. . . I looked and I don’t know where there’s a place to.” They 
explained that, unlike guardians, they do not feel confdent in their ability to master the technologies they use or 
take steps to educate themselves about managing their audio data. Yet unlike pragmatists, who said they choose 
not to take action to safeguard their data because they trust the companies who collect it, cynics told us that they 
do not take action because they are not sure how. 

Cynics also said they lack confdence in their understanding of the risks posed by audio data collection, saying 
things like, “I don’t have a great understanding of how my information could be used against me” (P15). This lack of 
clarity about how to protect themselves and what they might be protecting themselves from left cynics with a 
sense of resignation and disengagement, leaving devices in their default state to collect audio data unimpeded. 
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For example when P3 told us, “I haven’t turned anything [recording devices] of,” they further explained that this is 
because, “I don’t know what kind of stuf or risks there can be, so I’m like, ‘eh, what’s the point of thinking about it?’” 

4.2 Design Ideas from Pragmatists, Guardians, and Cynics 
This section discusses design ideas from the design session participants (� = 14) and from two interview 
participants (P27 and P28) who inadvertently discussed design ideas during their interviews. We found the three 
diferent perspectives (pragmatist, guardian, and cynic) each led to unique design priorities. Pragmatists’ designs 
refected a dual interest in protecting themselves from invasive recording and giving themselves easy access 
to recording features they value. Guardians created design solutions that allowed users to look up granular 
information on demand. And cynics created designs that communicated security risks clearly and did not assume 
prior knowledge. Despite their diferences in design needs, all three groups independently created design concepts 
that addressed three common scenarios: 1) installation or adoption of technologies that record audio, 2) in-the-
moment recording, and 3) downstream use of users’ audio data after it has been collected. Here, we describe the 
designs they proposed in each of these three contexts. 

4.2.1 Installation-Time Design Concepts. Participants of all types independently created designs that addressed 
the way smart devices inform a user about audio recording and request permission when the user frst adopts 
the technology. Many participants talked about end-user license agreements (EULAs) and proposed designs to 
make EULAs more efective in supporting privacy needs. These redesigns universally proposed simpler interfaces 
that were easier to understand, with participants expressing frustration with the status quo. They said things 
like, “How about making them one page instead of 35?” (DSP9). Yet despite users’ common interest in a simplifed 
experience, each user group (pragmatists, guardians, and cynics) chose to emphasize and make salient slightly 
diferent dimensions of the EULA and the process of informing users about the details of the system. 

Pragmatists wanted EULAs to highlight recording features so they could make quick adoption decisions based 
on the value of the feature and the circumstances under which recording would occur. For example, P27 explained 
that, “if it [the EULA] highlighted the main points, or the main risks and benefts, I would defnitely download it [the 
app]” (see Figure 3b). Similarly, P28 designed a EULA with “flters” to give the user the ability to focus quickly 
on the specifc feature or permission of interest. And DSP1 explained that at install-time, “everything. . . should 
always be that you have to opt in.” In these instances, pragmatists described wanting straightforward interfaces 
that make it easy to quickly grasp risks and benefts. 

Guardians also wanted more approachable EULAs, but they emphasized the importance of highlighting risks 
and helping users protect themselves. In their ideation, they suggested changes like, “What if the danger to a user 
is highlighted and enlarged on the screen? You know the magnifying application that allows you to magnify it? If 
the program in the agreement were to say, ‘Are you sure agree to this?’” (DSP3) (see Figure 3b). Similarly, DSP5 
describes adding icons to make risks more salient: “. . . if I open up the agreement, there are icons that tell me what’s 
important.” (see Figure 3b). 
Cynics were even more adamant than other user groups about the importance of simplifying the EULAs. In 

addition to the overview of features valued by pragmatists and risks valued by guardians, these users explained 
that the design of any interface component in which users consent to recording should: include confrmations, 
avoid assuming that the user has a strong grasp of how the system works, and make every efort to ensure the 
user truly understands what they are agreeing to. For example, DSP7 described a EULA interface they designed, 
saying: 

“You get a pop-up box that says, ‘This app would like to use your audio services and would you agree to 
that or not?’ If you say yes, then you get a second box that says, ‘This app will now have permission to 
record you at any given time,’ or, ‘It will record you when the app is in use,’ or whatever specifc situation 
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that they want to have the access to the audio. . . once you agree to it, then you have to double-agree to it, 
so it says specifcally, ‘Are you sure that you want to?’” 

As shown in this example, cynics’ solutions not only requested consent from users but also refected back to 
them what they had consented to. 

Across user types, many participants requested systems that would play EULAs in audio format (see Figure 3b). 
They said things like, “I would want to have the agreement spoken to me out of the audio” (DSP4), “an audio version 
of the agreement would be awesome” (DSP12), and “they need to have like an audio synopsis accompanying the 
text. . . like a downloadable MP3 or a playable MP3 which just gives you the bullet points” (DSP9). These users and 
others who requested audio EULAs were blind or low-vision participants. This concern was orthogonal to the 
privacy orientations we identifed and suggests an unmet need among users who cannot access content visually. 

(a) Participant Design (b) Wireframe 

Fig. 3. Example wireframe capturing common themes in participants’ design solutions about the beginning of the consent 
process. 

Example Wireframe 1: An Installation-Time Interface. Drawing on these insights, we created the wireframe 
shown in fgure 3b, this composite design refects a combination of themes in participants’ ideas for improving 
installation and adoption. The frst design theme came from pragmatists, who wanted easier EULA navigation. 
We addressed this theme by adding simple audio icons to make the topic visually obvious. The second theme 
came from guardians’ interest in raising users’ awareness of risks. In response, our design highlights the most 
prominent risks in red, and includes a magnifying glass that emphasizes risk-related text. The third design theme 
was inspired by cynics’ focus on repetition of important points. This was incorporated by repeating the same or 
similar message twice. Lastly, we added an option to listen to an audio synopsis of the summary points of the 
EULA. 

4.2.2 Design Concepts Regarding In-The-Moment Recording. Across user groups, participants also created designs 
that notifed the user in real-time whenever audio was being recorded. These ideas ranged from raised braille 
notifcations to added color masks to persistent notifcations in the status bar and notifcation shade. One 
pragmatist participant shared a design in which the start of a recording was preceded by a sound that is, ‘as 
distinctive as possible. So, it’s like three sharp beeps, or your favorite songs so you can customize it. . . or clapping 
noise, stuf like that” (DSP11). Another pragmatist described wanting, “an icon, maybe in the top right–like the 
battery or Wif area. . . something basic like a blank circle or square or something” (DSP1) (see Figure 4b). Pragmatists 
explained that despite their interest in being notifed about recording, they would want these notifcations to ft 
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the constraints of daily life. For example, they added limitations to their own designs to ensure that they were 
not disruptive, saying things like, “[The notifcations should] turn of during some time of the day. I feel like during 
1am - 6am” (P28). 
Guardians also designed real-time notifcations alerting them to microphone activation. These designs were 

more detailed and provided more information to the user, frequently indicating not just that the microphone 
was recording, but specifcally what experience had triggered it, which third-party experience was behind the 
recording, and what their motivation was. For smartphone recording, guardians often wanted indicators that 
reported which app was accessing the microphone. For example, DSP3 said,“if an application is following you, that 
application should light up on your phone. You should be able to see that Facebook is following you it should have a 
little light around it.” DSP9 also wanted app-level cues to signal who exactly was accessing their microphone, 
suggesting, “the app itself [should] switch colors when it was in listening or watching mode.” 

Guardians also designed features that allowed users to preemptively avoid recording before it begins, consistent 
with the avoidance behaviors unique to this user group. For example, DSP14 suggests, “If you’re about to start 
talking about something you don’t want your microphone to pick up, maybe design a way where it can tell that 
you’re starting to talk about stuf like that and it will [ask], ‘Do you want us to turn of your microphone for you?’” 
In these design solutions, devices worked together with users to fnd ways to prevent invasive recording from 
ever beginning. 

Cynics also designed audio and visual feedback to notify the user when recording begins. These users prioritized 
making their designs simple and easy to use, saying things like, “the light simply could indicate that either recording 
is on or it’s of—that the microphone is on or of—so you don’t have to go through all of that [work to understand and 
adjust permissions]” (DSP4). Cynics also prioritized ensuring the user understands what is happening, saying 
things like: 

“[A] pop up should allow the mic to be on or to be of. It doesn’t have to do it continuously,. . . but when you 
close [the app] and open it up again it should pop up again. . . That would give me a lot of information, 
because I don’t know how my apps, how many of them might have mic capability.” (DSP12) 

This kind of double confrmation was characteristic of design concepts created by cynics. 

(a) Participant Design (b) Wireframe 

Fig. 4. Example wireframe of a participant’s design solution for a real-time notification that depicts a microphone in the 
status bar of a phone, which turns red when activated. Multiple participants came up with similar persistent real-time 
notification ideas. 
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Example Wireframe 2: In-the-Moment Recording. The research team created the wireframe shown in fgure 4b, 
which was inspired by the in-the-moment notifcation designs of each participant group. Drawing on common 
ideas from participants, this design shows a red microphone icon in the phone’s status bar any time the microphone 
is active. Pulling down the notifcation shade could provide further detail, such as indicating the app responsible 
for recording and the ability to stop recording. 

4.2.3 Design Concepts Regarding Downstream Use of Users’ Audio Data. Participants also expressed a need 
for designs that show users the downstream efects of audio data being collected. The design ideas and values 
surfaced were consistent across user types, as opposed to the phases described above where we observed nuanced 
diferences in the solutions created by pragmatists, guardians, and cynics. Participants explained that, in addition 
to being notifed of audio recording when it happens, they would also like to be notifed when their audio data 
is used. For example, DSP11 described a scenario where a hypothetical user was exposed to an advertisement 
for dog food, selected because the user had previously discussed wanting to purchase dog food. The participant 
created a design that “has a blocking feature, so once the company targets these previous conversation like dog food 
ad or a shopping ad and you don’t have to hear it anymore then you can block these through the pop up.” In this 
design concept, the user is shown concretely how their audio data has been used and given the option to undo 
that action. Similarly, DSP14 designed a system to notify the user when it detects audio that it will use to inform 
future decisions. DSP14 explained that “During a phone call or something like that, you’ll get a little vibration 
during the call and it’ll tell you that something picked up a keyword that they’ll use.” In this way, the system not 
only makes salient the fact that it is recording; it specifcally highlights the moments of data collection that are of 
consequence. 

Other participants suggested analytic or dashboard views that would make it easier to review what had been 
recorded in the past and who had collected this data as a way for users to assess risks retrospectively (see 
Figure 5b). For example, DSP9 described wanting “a section in the app that has like a visual representation, maybe 
like a table of how much time your app has been spending listening to you or when the last time it was listening to 
you or if it’s currently listening to you, kind of an ongoing, like, visual statistic log of that information.” 

(a) Participant Description (b) Wireframe 

Fig. 5. Example wireframe inspired by multiple participant’s writen design ideas and verbal design descriptions. 

Example Wireframe 3: Downstream Use of Users’ Audio Data. We created the wireframe shown in Figure 5b as 
an illustration of the audio-data dashboard that participants described. The dashboard displays a visual overview 
of applications that have collected audio data, with the ability to drill into any one application’s data in more 
detail. 
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5 DISCUSSION 
We found that participants’ audio data perceptions clustered into the categories defned by Schomakers et 
al. [68]’s framework. Although participants shared many of the same cross-cutting concerns, these user groups 
also refected distinct privacy needs. Pragmatists valued designs that foregrounded a feature’s benefts in addition 
to its risks, guardians wanted protections that come before any recording occurs, and cynics wanted systems 
that would provide double-checks to reduce misunderstandings. These diferences in priorities translated into 
slight diferences in the design solutions participants invented, such as install-time dialogues that summarize the 
trade-ofs a user is making, intelligent microphones that turn themselves of when users might be discussing 
something sensitive, and pop-ups that paraphrase and confrm a user’s decision before acting on it. 

5.1 Protecting Users Across the Recording Life Cycle 
Participants from each category and across all design sessions invented designs that spanned the life cycle of a 
recording event and highlighted three phases of risk (see Figure 6). This suggests that protecting users’ privacy 
with respect to audio data collection requires intervention at each of these points in time. Users provided concrete 
suggestions for supporting privacy in each phase. 

Fig. 6. User Experience Pipeline and Interventions Audio Model 

5.1.1 Stage 1: Adoption or Installation. Participants called for simplifed EULAs that support informed choices 
when the user frst adopts an experience that will access the microphone. Their ideas suggest the following 
guiding principles: 

• Support Cost-Beneft Analysis: Provide users with a distilled summary of the main risks and benefts 
of the experience they are about to adopt. By surfacing the benefts, designers will support the needs of 
pragmatists as they make calculated decisions, and by making the most severe risks salient, designers meet 
the needs of guardians. 

• Strive for True Consent: Provide straightforward messages, potentially with redundancy. All users 
designed install-time consent to be clearer and simpler, with cynics particularly interested in redundant 
designs that would help ensure the user knows what they are agreeing to. 

• Provide an Audio Synopsis of EULAs: Improve the accessibility of informed consent by making these 
distilled summaries available via audio. 

All participant groups highlighted the importance of this stage. The support they needed varied slightly, for 
example, with pragmatists emphasizing their interest in quickly understanding the risk-beneft trade-of and 
cynics wanting interfaces to ensure the user really understands what they are consenting to. But none of 
these needs were in confict, and a thoughtfully designed installation-time interface could meet these needs 
simultaneously. Unfortunately, participants’ frustration with EULAs is not new, and many prior studies have 
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documented the shortcomings of companies’ consent practices [10, 30, 38, 57, 58, 67, 77]. Prior work shows that 
users are conditioned to accept EULAs uncritically [10]–even to the point of consenting to install spyware [30]– 
and that the literacy burden of existing EULAs exceeds the comprehension level of many adults [47]. Researchers 
have also created novel designs demonstrating how companies might improve the adoption experience and 
increase the transparency of EULAs, such as automated systems for surfacing key take-aways [57, 58] and 
animated sketches modeling how the technology works [54]. Despite this existing design guidance, EULAs and 
other consent agreements remain opaque and intractable for users. Our fndings indicate that improving the 
design of EULA interfaces is essential to empower users to make privacy-conscious decisions about their audio 
data, suggesting the need for regulation that places demands on the design of installation UI. 

5.1.2 Stage 2: In-the-Moment Recording. Participants from each category came up with even more designs that 
intervened while the microphone records audio. Their collective designs suggest the following design principles: 

• Provide Persistent Notifcations: Create a persistent indicators that makes it easy for the user to recog-
nize when recording is live and keep this indicator salient for the duration of the recording.(see Figure 4b) 

• Provide Preemptive Notifcations: Create preemptive design solutions to inform users before the mi-
crophone starts recording to ensure notifcations raise users’ awareness before data collection begins, a 
principle consistently surfaced by guardians. 

• Connect Recording Indicators to their Source: Help users understand who is recording audio and why. 
All participants emphasized the need for interfaces to make active recording obvious to the user. In some instances, 
existing platforms have already begun to provide such support; for example, in a recent update, iOS added an 
orange icon showing when the microphone is actively recording [66], and third parties have created apps to 
mimic this experience on Android [4]. The existence of these features is a promising indicator that companies are 
interested in designing to increase the transparency of audio recording, despite the fact that collecting audio 
data secretively and invasively may serve corporate interests. Participants’ design ideas both align with current 
commerical designs (e.g., valuing persistent indicators) and ofer richer and more nuanced versions than those 
that are available today. 

5.1.3 Stage 3: Downstream Use of Audio Data. Participants of all types suggested design ideas for surfacing the 
efects of past audio recording to raise users’ awareness of general recording practices and their consequences. 
All user groups expressed a need for designs to show users the efects of audio data being collected, and they 
created designs to support users’ learning and conceptualization about what is happening with their audio data. 
The following collective design suggestions emphasize possible points of intervention to help users with their 
understanding of downstream use of audio data: 

• Show Results: Make visible the ways in which interface elements are infuenced by audio data, such as 
highlighting advertisements selected as a result of spoken words or adding icons to visuals that refect 
audio history (see Figure 7a). 

• Provide Notifcations for Downstream Efects: Alert users to moments when real-time processing 
detects audio of interest to the system that might be used later. (see Figures 7b and 7c). 

• Present Data Summaries: Provide visualizations and analytics about audio data collection. For platforms 
that give recording access to third-parties, create glanceable interfaces that allow users to view recording 
statistics for each third-party experience (see Figure 5b). 

Participants told us that they lacked a crisp understanding of what happened to their audio data after it was 
collected, consistent with prior work showing that people often struggle to anticipate the concrete threats posed 
by an interface, even when they know it is manipulative [11]. They designed solutions in which products help 
them understand what audio is collected, when audio data is used, and how moments of recording connect to 
changes to the interface. We created three example wireframes inspired by these design ideas: Figure 7a illustrates 

16 



Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 5, No. 3, Article 98. Publication date: September 2021, 
, 

Is Someone Listening? 

(a) “Show Results.” In this ex-
ample, the app connects an 
advertisement to the audio 
data that led to its selection 

(b) “Provide Notifications.” In 
this example, the app alerts 
the user (and allows them to 
intervene) when it is about to 
file away a piece of audio data 
for future use 

(c) “Present Data Summaries.” 
In this example, the user re-
views the pieces of audio data 
that the app is currently us-
ing to shape the experience 

Fig. 7. Wireframes that depict examples of the three downstream use of audio data suggestions. 

participants’ interest in UI to refect which app records what data. Figure 7b illustrates participants’ interest 
in seeing how real-time recordings are used by the system (with the potential for the user to intervene). And 
Figure 7c refects participants’ interest having a mechanism for user-driven review of the audio data that has 
been collected and how it is currently leveraged to shape their experience (again, with the potential for the user 
to intervene). 

These design concepts illustrate just a few mechanisms by which designers might surface the concrete efects 
of audio recording. Relative to the design of EULAs (which has been studied extensively) and the design of 
real-time notifcations of recording (which has begun to emerge as a design pattern in commercial experiences), 
the design of UI to communicate the downstream efects is relatively under-explored. Future work to more deeply 
solicit users’ input into the design of such interfaces would be useful for informing both design decisions and 
policy. 
Regardless of their privacy orientation as a pragmatist, guardian, or cynic, all participants made clear that 

they need support from designers at each of these three phases of the recording lifecycle. Only by addressing 
all three can designers protect users from privacy leakage in the context of audio recording [62]. Audio data is 
increasingly collected by artifacts that traditionally would pose no data collection risks, including objects like 
buildings [64] and dolls [9]. We encourage designers of any system recording audio—whether embedded in the 
walls of a room or a child’s toy—to consider: 1) how to provide support for each of the three phases outlined 
above, and 2) how they might align their design with the principles participants surfaced for each stage. Privacy 
breaches in this space are frequent (e.g., [2, 17, 60, 78]) and government entities are increasingly adopting user 
data privacy regulations (e.g., [23, 28]), forcing companies to make changes to the way they collect and use users’ 
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information. Based on our fndings, we propose that surfacing the downstream efects of audio data collection 
should be a priority for application designers and a component of privacy legislation. 

Finally, we note with optimism that the design ideas generated by each user group are largely not in confict, 
suggesting it is possible for designers to create composite interfaces that support the needs of all three user 
groups. However, this may not always be the case: the repetition that cynics proposed could be seen as a nuisance 
by pragmatists, and foregrounding value propositions–as proposed by pragmatists–could be viewed by guardians 
as inappropriate. We see potential for designers to minimize these possible value tensions [53] and to meet the 
needs of all user groups simultaneously. However, doing so may require proactive consideration of potential 
collisions and a commitment to the principles of universal design [3]. Future work remains to further examine 
this possible design challenge. 

5.2 User-Driven and System-Driven Behavior 
We found that participants often felt forced into making choices regarding audio data collection that did not refect 
their desired course of action. Participants who were concerned about their audio data being recorded (mainly 
those categorized as guardians or cynics) reported taking diferent actions to protect themselves from invasive 
data collection. These participants described moving away from smartphones to have sensitive conversations 
and leaving the room to discuss certain topics when they feared their smart speaker might listen in. Other users 
described encountering apps they wanted to download but could not because the app’s permissions requests 
were too intrusive. These behaviors refect ways in which users deviate from their preferred course of action (i.e., 
downloading an app they wish they could use, or continuing a conversation in the room they are already in) to 
conform to the demands of the technology. 

This struggle is not unique to invasive audio recording or to questions of data privacy. For example, Gardner 
and Davis describe young people’s use of social and communication technology as alternatively app enabled or 
app dependent [27]. App enabled usage empowers the user to engage in behavior they prefer to pursue, which 
coincides with pragmatists’ desires to not have the technology get in the way of their daily lives, such as sending 
a Snapchat snap out of a desire to connect with a close friend. In contrast, app dependent usage chases the 
demands of the system, perhaps sending a snap to that same friend, because the app dictates that this is the only 
way to maintain a snapstreak. 

Separately, Wobbrock et al. defne the ability-based design paradigm in contrast to prevailing trends that 
demand users of varying abilities and disabilities adapt themselves to the needs of a system [81]. Ability-based 
design calls for designers to adopt a fundamental orientation of holding systems, rather than users, accountable 
for poor performance and recommends designing interfaces that adapt to make themselves useful and usable to 
people of all cognitive and motor abilities. 
The app dependence documented by Gardner and Davis and the status quo that ability-based design rejects 

are two of many examples of interface patterns that undermine users’ autonomous engagement with the world. 
Although technologies that enact invasive recording, promote dependence and addiction, or present inaccessible 
interfaces may difer dramatically in many respects, they all push users to engage in behaviors that compensate 
for shortcomings of the system. Here, we diferentiate between system-driven behavior and user-driven behavior to 
highlight the distinguishing feature of this pervasive and cross-cutting design problem. We fnd that invasive audio 
recording has the potential not only to compromise users’ privacy but also to push users toward system-driven 
behavior in which the technology, rather than the user, is the guiding actor. By addressing users’ concerns about 
audio recording, designers would not only safeguard user data, they would also reinstate users’ power over their 
own behavior, with the freedom to conduct conversations in any room they please. 
The forced choice between privacy and access is consistent with the standing debate of the privacy paradox, 

where past work has shown that the coercive nature of design, rather than a lack of interest in protecting 
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one’s own data, drives users to compromise their privacy [6, 37, 76, 79]. The sentiments of our participants are 
consistent with those of many users of many systems. The all-or-nothing decisions that designers create for their 
users lead some users to disengage entirely (e.g., choosing not to download apps of interest), and other users to 
give up something they value (e.g., protection from intrusive audio). 

5.3 Limitations and Future Work 
Although we recruited a diverse mix of participants, there are numerous ways in which users might have unique 
privacy needs or vulnerabilities with respect to audio-recording that are not refected here. For example, survivors 
of intimate partner violence and individuals who use shared devices would likely illuminate insights we do 
not uncover. Also, all of our participants currently reside in North America and may exhibit a general position 
towards privacy that may not be comparable to other parts of the world. Our fndings are also limited in that 
they rely on self-report and speculation about future use, and as noted in the literature surrounding the privacy 
paradox, there is often a mismatch between users’ reported attitudes about privacy and their actions [41, 76]. 
There are also many ways in which users’ privacy needs can be understood and categorized, and Schomakers et 
al.’s framework is just one of many possible organizing mechanisms. Future work drawing on other lenses would 
likely reveal additional needs and design directions. Although our participants present a number of novel design 
solutions, we do not assess them here, and future work remains to implement and evaluate these concepts. Future 
work to evaluate design approaches for highlighting the downstream efects of collecting audio data would be a 
particularly valuable complement to the results presented here. Finally, we clustered design participants into 
Guardians, Pragmatists, and Cynics based on their conversation and contributions during the design session 
without probing their perspectives through a structured protocol. 

6 CONCLUSION 
In this paper, we report on a two-part study with 35 participants to elicit design ideas for making devices that 
record audio data sensitive to users’ privacy. We fnd that pragmatist, guardian, and cynic perspectives are 
all well-represented with respect to audio recording, and we fnd that each group has distinct privacy needs 
in this context. Despite their behavioral and attitudinal diferences, all three groups surfaced the same three 
usage phrases as moments that require design consideration with respect to audio recording: adoption of a new 
technology, in-the-moment recording, and downstream moments when audio data is used. We contribute a set of 
principles for supporting all three types of users across these three phases of the audio recording lifecycle. 
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