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ABSTRACT 

Many traditional HCI methods, such as surveys and inter-
views, are of limited value when working with preschoolers. 
In this paper, we present anchored audio sampling (AAS), a 
remote data collection technique for extracting qualitative 
audio samples during feld deployments with young children. 
AAS ofers a developmentally sensitive way of understand-
ing how children make sense of technology and situates their 
use in the larger context of daily life. AAS is defned by an 
anchor event, around which audio is collected. A sliding win-
dow surrounding this anchor captures both antecedent and 
ensuing recording, providing the researcher insight into the 
activities that led up to the event of interest as well as those 
that followed. We present themes from three deployments 
that leverage this technique. Based on our experiences using 
AAS, we have also developed a reusable open-source library 
for embedding AAS into any Android application. 

CCS CONCEPTS 

• Human-centered computing → HCI design and eval-
uation methods. 
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Figure 1: Timeline of an AAS data collection event. The re-
searcher defnes events of interest, which become the an-
chor points. Recording occurs during a sliding window sur-
rounding the anchor event. 

1 INTRODUCTION 

Collecting rich, experiential data from young children about 
their perspectives on novel technologies can be challenging. 
Young children are more likely than adults to be unaware of 
what they know [28] and may struggle to engage meaning-
fully with survey or interview questions [22]. Yet, children 
are avid users of technology [3, 41] and experts of their own 
experiences [20], and the research community has increas-
ingly recognized the importance of involving children in the 
process of creating and evaluating novel designs and systems 
[22, 24, 27]. Prior work has shown that parents, teachers, and 
other adults are often poor proxies for understanding chil-
dren’s experiences [20], meaning that these methodological 
limitations cannot be addressed simply by shifting the data 
collection burden to a trusted adult. Thus, to most efectively 
generate valid and valuable insights about technologies for 
children, researchers must have mechanisms for capturing 
children’s reactions directly. 

Furthermore, understanding technology in its natural con-
text of use is valuable with users of any age [58]. A number of 
well-honed techniques allow researchers to collect data in the 
wild, including diary studies (e.g., [43, 62]), experience sam-
pling (e.g., [45, 56]), and passive data logging (e.g., [54, 55]). 
Although all of these techniques ofer value in understand-
ing young children’s experiences, they also have limitations: 
pre-literate children cannot engage with ESM or diary study 
procedures in their traditional formats, and passive sensing 
alone cannot capture qualitative data about children’s per-
spectives and experiences. Thus, although many feld studies 
with children have generated valuable design insights [39], 
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there remains a need for methodological advances that target 2 RELATED WORK 
this population and support remote, qualitative data collec-
tion at scale [22]. 

In this paper, we describe anchored audio sampling (AAS), 
an event-triggered technique for collecting rich, qualitative 
data from users as they engage with a technology. At its 
core, AAS involves using a microphone to collect snippets 
of audio about a participant’s real-time experiences. These 
audio recordings are collected in response to specifc events 
of interest, which we call anchor events. To support the re-
search team in understanding the factors leading up to these 
events, AAS uses a parameterizable back bufer to collect 
audio that came before the anchor event, a mechanism we 
call antecedent recording. 

To examine AAS and synthesize its key benefts and draw-
backs, we re-examine three prior AAS-based feld deploy-
ments: 1) a study of a video player designed to ease preschool-
ers’ transitions away from the device when videos end, 2) an 
evaluation of an app for preschoolers designed to improve ex-
ecutive function, and 3) an evaluation of the Amazon Echo Dot 
smart speaker. Through an inductive-deductive secondary 
analysis of the audio recordings and other data collected 
across studies, we extracted key themes, such as the useful-
ness of AAS in situating children’s experiences, the value of 
scoping the dataset to moments of interest, and the tension 
between raising participants’ awareness of recordings and 
altering their behaviors. 
Given that this technique creates a low barrier to access-

ing intimate moments of family life, it also requires socio-
technical structures to ensure fully informed ongoing con-
sent [2] about what is being captured and when. In addition 
to describing the parameters for collecting data, we also 
describe our techniques for notifying families about audio 
capture and mechanisms for giving them control of their 
audio data. Prior work calls for greater transparency in tech-
nologies that record children’s speech [46], and a central 
motivation for formalizing this method is to tightly couple 
the process of capturing audio from children with the process 
of considering how best to manage this data. 

In addition to providing a methodological contribution for 
collecting contextualized technology usage data from young 
children at scale, we also contribute an open-source AAS li-
brary that can be plugged into any Android application. This 
library includes recording features, an optional back bufer, 
multi-modal UI for notifying participants about recordings, 
a pluggable interface that allows participants to review and 
manage their own data, and a number of other customiz-
able features. In doing so, we hope to make it easier for the 
HCI and child-computer interaction research communities 
to make use of AAS and to do so with maximal consideration 
for the privacy and comfort of participants. 

2.1 Evaluating Technologies in the Wild 

In-the-wild evaluations are central to the feld of HCI [49, 58], 
as contextual factors are a key component of the way people 
experience a technology. As direct observation is not always 
possible or desirable during feld deployments, a number of 
methods support researchers in capturing user data in unsu-
pervised contexts [50]. For example, remote usability testing 
was developed in the 1990s, and within a decade became 
popular in both research studies and commercial software 
development [8]. Although in some instances, remote usabil-
ity testing is synchronous (i.e., the evaluation is monitored 
in real-time), it is most often asynchronous, with researchers 
or product teams separated from users in both space and 
time [7]. 

Historically, the techniques for conducting asynchronous 
remote usability testing have ranged from deploying online 
questionnaires (e.g., [48, 57]) to logging interactions (e.g., 
[21]). Today, passively conducting experimental A/B tests on 
users’ interactions with apps and websites is common prac-
tice [26]. Although remote usability testing is widespread, 
and many tools exist to support it [6], a recent literature 
review reports that this rarely includes qualitative measures 
of users’ experiences [59]. 
Similarly, the experience sampling method (ESM) [44] 

(also known as ecological momentary assessment [63]) is a 
well-established method of collecting in situ self-report data 
from study participants at times specifed by the research 
team. Prior work explains that ESM is well-suited to in-the-
wild evaluations of novel technologies [13]. Work in HCI 
has not only embraced ESM as a common study procedure, 
it has also innovated methodologically by inventing novel 
implementations for supporting ESM and enabling context-
driven (rather than random) sampling. For example, Carter 
and colleagues created Momento, a system for integrating log 
data with qualitative experience sampling [11], and Froehlich 
and colleagues created MyExperience, a tool for enabling 
context-aware ESM data collection via passive sensing [25]. 
A number of other studies have implemented passive sensing 
systems to give researchers insight into participants’ real-
world experiences (e.g., [4, 16, 17, 23, 61, 66]). AAS is similar 
to context-aware ESM: it collects data in the moment in 
response to environmental triggers. However, AAS responses 
are richer than most ESM samples and they do not depend 
on self-report, enabling remote, context-specifc, qualitative 
data collection at scale. 

2.2 In Situ Audio Capture 

Audio recording is a staple of usability research and rou-
tinely employed to capture interview and observational data 
during in-person studies. It is also useful in unsupervised 



contexts, and for example, Hertzum and colleagues report 
that traditional think-aloud protocols produce a higher den-
sity of relevant verbalizations when they are unmoderated 
and conducted outside the lab [32]. 
A number of prior studies have sought to establish tech-

niques for integrating audio capture into deployments in 
the wild. Palen and Salzman expand on the traditional di-
ary study format with a method that enables participants 
to document their experiences via voicemail [51]. Rachuri 
and colleagues developed a platform for conducting social 
psychology experiments that includes processing speech 
samples from participants to predict the individual’s mood 
[53]. SociableSense captures input from a device microphone 
to use the presence of audio information as a proxy for so-
cialization [52]. And NoiseSPY leverages mobile phone mi-
crophones to detect noise levels across an entire city, thereby 
using audio sampling to understand the human experience 
at a macro level [42]. Our work continues this tradition of 
leveraging samples of audio data in unsupervised contexts 
to learn more about users, their broader context, and their 
experiences with technology. 

2.3 Methods for Designing for Children 

Though AAS can be of use in studies with participants of 
any age, we developed this technique in response to a need 
for methods that are efective in deployment studies with 
young children. Understanding children’s experiences and 
perspectives requires soliciting and listening to their voices 
directly [29]. However, many of the most commonly used 
methods for soliciting user input in HCI studies are less ef-
fective with young children, who may be unable to read [68], 
unaware of what they know [28], or struggle to articulate 
ideas with sufcient detail and context such that others can 
understand [12]. 

As a result, a number of methodological innovations have 
been designed for the explicit purpose of conducting research 
with children. Perhaps the most well-known research method 
in this space is cooperative inquiry [19], pioneered by Druin 
and colleagues. This participatory approach builds on con-
textual inquiry [35] and situated action [64] to foreground 
children’s voices during the design process. A number of 
other methodological studies have built on this work to ex-
plore how research methods can elevate children to be full 
design partners [20] during the development of new tech-
nologies. For example, Farber and colleagues extend these 
techniques to preschoolers [24], and Yip and colleagues ex-
amine what full partnership between adults and children 
looks like in practice [69]. 

Other researchers have innovated methods for collecting 
contextualized details about children’s experiences in the 
wild, and a literature review demonstrates that feld studies 
are one of the most common means of evaluating children’s 

technologies [39]. For example, Einarsdottir and colleagues 
collect details about children’s situated experience by asking 
them to take photos throughout the day with a disposable 
camera [22]. Jones et al. developed a system enabling chil-
dren to proactively share thoughts with a toy with recording 
functionality [40], and the photovoice method [65] is fre-
quently used with older children as an elicitation technique 
for understanding their experiences with and relationship to 
their environment [5]. Yet the majority of work with children 
continues to be conducted with those age 6 and older [38]. 
Our work ofers a methodological approach that can be used 
with children of any age, and specifcally supports younger 
users who perspectives are more likely to be overlooked. 

3 ANCHORED AUDIO SAMPLING 

AAS entails passively recording snippets of ambient audio in 
response to a specifc event of interest, optionally including 
back-bufered audio that preceded the event. Audio record-
ing occurs seamlessly without the need for manual inter-
vention from the end user. Here, we describe the four core 
components of the method: anchor events, antecedent and 
ensuing recording, real-time feedback, and data storage and 
propagation. 

3.1 Anchor Events 
The data that is collected during an AAS study is defned by 
Anchor events, occurrences that the researcher has selected 
as triggers for audio recording. Conceptually, this term is 
an abstraction and simply refers to any arbitrary event the 
researcher has predetermined to be relevant to the research 
question at hand. Thus, anchor events might refer to any 
number of user behaviors, activities, or states, such as: 

• The user interacting with a particular feature 
• The user saying a particular word 
• The user entering a particular usage phase, such as 
starting a level in a game or completing an activity 

• The user repeatedly failing to perform an action 
• The user exhibiting a particular physiological state, 
such as a high heart rate reported by a passive sensor 

• The user entering a particular context, such as a spe-
cifc location or time of day 

These moments defne the data collection process: the dataset 
that results from an AAS study is a collection of audio snip-
pets that surround anchor events. Given that anchor events 
can range from discrete user events (e.g., a user clicks a 
button) to probabilistic predictions (e.g., a “stress inference 
engine” predicts that a user is stressed), the accuracy of AAS, 
much like the accuracy of ESM, is a function of the detec-
tion techniques chosen by the research team. Anchor events 
must be able to be operationalized and detected passively to 
enable seamless audio recording. 



3.2 Antecedent and Ensuing Recordings 
AAS supports two forms of data collection in response to an 
anchor event. Antecedent recording preserves audio data that 
was collected before the event was detected, and ensuing 
recording begins capturing audio once the event is detected. 
For example, a study that seeks to understand reasons why a 
child stops playing a game could use app closure as an anchor 
event and collect an antecedent recording to understand 
what led up to the child closing the app (such as signs of 
frustration or boredom). 

The length of both antecedent and ensuing recording pe-
riods is set by the research team a priori. In many cases, 
the recording window may be best specifed by time (e.g., a 
minute of audio data before the anchor event and a minute 
after). However, in some instances the recording window 
that surrounds the anchor event may be better specifed by 
other contextual attributes. For example, a researcher study-
ing a child’s experience during high-intensity moments of 
game play might use a high heart rate as an anchor event. 
The recording window could then be delimited by the most 
recent point at which the participant’s heart rate was within 
10% of average resting rate and the next time it returns to 
this baseline. Or a deployment study of a drawing app in-
terested in understanding when and why a child chooses 
to share drawings with others might collect audio data an-
chored around the point when the child presses a “publish” 
button and extending back to the point when the child began 
drawing. 

To enable antecedent recording, the system continuously 
collects audio data, deleting unneeded snippets after it be-
comes clear they will not fall within an anchored recording 
window (e.g., each time one minute passes, each time the 
child’s heart rate drops back into the resting range, or each 
time the child begins a new drawing). Thus, when the start of 
the recording window is specifed by context, the researcher 
should consider the cadence of these context-specifc win-
dows and whether this might lead to extensive (and therefore 
potentially invasive or logistically impractical) recording du-
rations. If so, it may also be necessary to set an upper-bound 
on the length of the antecedent recording and to delete snip-
pets based on time as well as context. 

3.3 Real-time Feedback for Participants 
AAS data is rich and personal, yet it is not self-reported, mak-
ing it harder for participants to self-censor what they dis-
close, both a strength and limitation of the method. Ensuring 
ongoing informed consent throughout an AAS study is chal-
lenging, as participants may not readily recall in real-time 
when they are being recorded or when antecedent record-
ings are preserved. This is particularly challenging in studies 
with young children, where the user of the system may be a 

diferent person from the one who consents to participate. 
As a result, providing feedback to notify participants of an-
chor events as they occur and remind them in-the-moment 
that they are being recorded is a central component of the 
method. 
This feedback can be in the form of on-screen UI, if the 

participant is likely to be looking at the system when using 
it. If not, other techniques, such as a specifc sound, an audio 
announcement, or haptic vibration can all serve the same 
purpose. If an adult is unlikely to be sharing the experience 
with the child, researchers might consider sending a push 
notifcation to a parent’s phone or providing another form 
of feedback that can alert a trusted adult that recording is 
active. 

3.4 Storage and Propagation 

To provide increased support for ongoing, informed consent 
and mitigate the risk of capturing audio that families would 
prefer not to share, an AAS study also requires the researcher 
to determine whether and how to give participants post hoc 
control over their data. In thinking about post hoc control, 
the researcher should address two questions. 
First, will participants have the opportunity to review 

and potentially delete recordings? Giving participants ac-
cess to all recordings and the ability to review and delete 
their own data is particularly important in light of the fact 
that antecedent recording, by defnition, is captured before 
an anchor event occurs, making it less likely that partici-
pants are aware of audio capture during this period. It is 
also important given that a child may be engaging with the 
system alone, but an adult is likely to be better positioned to 
identify and redact sensitive data. Through our experiences 
deploying AAS studies (see section 5), we have found that 
giving participants a mechanism for deleting data has not 
undermined our ability to collect a robust data set and that 
participants value and make use of this option. 
Second, when do researchers get access to recordings? 

This might happen automatically and immediately, automat-
ically but after a delay, or manually when the participant 
chooses to share them. This introduces trade-ofs between 
maximizing participant agency and tolerating potential data 
loss. It also demands consideration of the user burden, as 
reviewing and sharing data requires efort on the part of the 
participant. 

4 OPEN-SOURCE AAS ANDROID LIBRARY 

To support broad use of AAS in future studies and to en-
courage researchers to provide transparency and control 
to users, we have designed and released a general-purpose, 



Figure 2: Left: Default settings menu. All settings can be ad-
justed via API or UI, giving access to both the research team 
and the participant. The developer can choose to customize 
the settings menu to hide options from the participant. Top 
Right: Default UI for recording; a feeting toast notifcation 
appears on screen when an anchor event occurs. Bottom 
Right: Default UI for recording; a persistent notifcation ap-
pears in the notifcation shade. 

Figure 3: Default UI for reviewing recordings. Left: the par-
ticipant can view their complete data set. Right: Each record-
ing can be reviewed. 

open-source AAS library 1 for Android. Our library addresses 
the four components of AAS in the following ways: 

• Anchor events: These must be defned and detected by 
the research developer and are not directly supported 
by our library; upon detecting an anchor event, the 
research developer should call our library. 

• Antecedent and ensuing recording: Our library enables 
antecedent recording via a continuous back bufer. It 
stitches together antecedent and ensuing recordings, 

1https://github.com/uelab/KidsRecorder 

parameterized by the research developer, storing a 
single recording for each anchor event. 

• Real-time feedback: Our library provides multi-modal, 
redundant, parameterizable feedback to signal anchor 
events and inform the user when recordings are being 
collected. 

• Storage and propagation: Our library provides a UI view 
allowing the user to review, delete, or share recordings. 

Initiation. To embed these components in a deployment sys-
tem, the research developer links to our library and then 
creates singleton RecordingManager and DataManager ob-
jects. The recordingManager object enables the research 
developer to control recording activities. As RecordingMan-
ager extends Service, the research developer should then 
start and bind to a service with a RecordingManager Intent. 
The dataManager object gives the research developer access 
to stored recordings. Optionally, the research developer can 
then confgure parameters of the recording experience. For 
example, she might choose to set a fag to allow recording 
only when the deployment app is the active app: 

recordingMangager.setAlwaysRunning(false); 

Recording. Once the recording parameters have been confg-
ured, the deployment system is ready to collect AAS samples. 
When the deployment system detects an anchor event, it 
should request an AAS sample from the recordingManager 
using the StartRecording API: 

recordingManager.StartRecording( 
metadataString, 
antecedentDuration, 
ensuingDuration); 

Depending on its parameters, this call initiates an ensuing 
recording and/or preserves an antecedent recording, ulti-
mately stitching the two together into a single sample. The 
API also allows for an optional metadata string to attach to 
the fle name. When recording, the library uses the built-in 
device microphone, accessed via Android’s MediaRecorder 
APIs in SDK v23+. 

Real-time UI Feedback. The library provides default UI to 
notify participants in the moment that recording is active, 
including an audio chime, a haptic vibration, a persistent 
notifcation in the notifcation bar, and an on-screen toast 
notifcation (see Figure 2, right). The developer can adjust 
these defaults through the RecordingManager API. 
We also provide a default settings menu, which can be 

used both by the research developer to manually set defaults 
and by the participant to adjust UI feedback to their comfort 
level (see Figure 2, left). The research developer can adjust 
what is exposed in the settings menu, allowing the partici-
pant to control some settings while obscuring those that the 
participant should not adjust. 

https://1https://github.com/uelab/KidsRecorder


Figure 4: Screenshots from case study apps. Left: In Study 1, 
a transition screen is displayed when a playlist ends, remind-
ing the child of the next activity she planned for herself 
(here, reading). Right: In the tooth-brushing minigame of 
Cookie Monster’s Challenge, the player scrubs the monster’s 
teeth clean. 

Storing and Propagating Recordings. Recordings are preserved 
locally as .wav fles and, by default, named according to the 
timestamp of the anchor event. To reduce the technical bur-
den to giving participants full control over their own data, 
we provide sample UI for reviewing all recordings (see Figure 
3 3). This enables participants to preview and vet data locally 
before sharing it with the research team. 
By default, recordings are not automatically propagated 

to the research team. However, researchers can opt to adjust 
this through the dataManager: 

dataManager.setAutoUpload(true); 

We provide default integration with the AWS S3 cloud stor-
age system [1] and guidance for propagating audio record-
ings to an AWS account (which the research team must cre-
ate). However, our library can be used with any cloud plat-
form or other backend data-storage system. 

5 CASE STUDIES 

Here, we describe three prior AAS deployments (see Table 
1) as case studies that present both instances of using the 
method and motivation for its evolution over time. 

5.1 Overview of Case Studies 
Study 1: Preschoolers’ Video Transitions. In its frst instantia-
tion, we embedded AAS into a video player for preschoolers 
[33]. The purpose of the study was to understand children’s 
transition experiences when a video playlist ends, asking 
specifcally: How do children react when it is time to stop 
watching videos? Can the design of a video player infuence 
this experience? 
To answer these questions, we created a custom video 

player as a front-end wrapper for YouTube. We included 
features to enable the user to: build a playlist, select a non-
digital activity to engage in after the playlist ends, watch 
the videos in the playlist, and walk through a transition 
experience, during which the system reminds the user of 
their planned next activity (see Figure 4, left). 

We conducted a three-week in-home deployment with 24 
preschoolers (ages 3-5) and their families, during which time 
we asked them to use our video player once each day. We 
automatically varied elements of the transition experience 
each week to examine how children’s behaviors changed 
with the design. To study children’s responses during the 
point of transition, we captured one minute of antecedent 
audio and two minutes of ensuing audio, anchored around 
the end of the playlist. For complete study details, see [33]. 

Study 2: A Tablet App to Train Executive Function. In its sec-
ond instantiation, we used AAS as part of a mixed-methods 
evaluation of Cookie Monster’s Challenge, a tablet game for 
preschoolers designed to train executive function (i.e., a com-
posite skill that combines working memory, inhibitory con-
trol, and cognitive fexibility, known to be a strong predictor 
of a number of outcome measures later in life). The purpose 
of this study was to determine whether Cookie Monster’s 
Challenge leads to increases in executive function, and if so, 
what behaviors and strategies children use to engage their 
executive function as they play the game. We recruited 37 
preschoolers to play either Cookie Monster’s Challenge or an 
active control together with a parent at home daily for two 
weeks. We measured executive function in the lab before 
and after the deployment, and we collected audio during the 
deployment period. As there was no specifc a priori interac-
tion event of interest, we collected fve minutes of ensuing 
audio each time the app was opened and again at random 
times while it was the active app. 

Study 3: Families’ Use of an Amazon Echo Dot. In a third 
study, we deployed an Amazon Echo Dot smart speaker in 
the homes of ten low- and middle-income families. We used 
AAS to collect audio samples on a separate data collection 
tablet any time a family member (of any age) engaged with 
the Echo Dot, anchored around the use of the wake word 
“Alexa” and collecting one minute of antecedent audio and 
two minutes of ensuing audio. All families had at least one 
child between the ages of 4 and 17, and some had younger 
siblings. We recorded interactions with the Echo Dot for a 
period of four weeks; for complete study details, see [10]. 

5.2 Case Study Analysis Methods 
We performed a secondary analysis of the original AAS 
datasets, gathering transcripts of all audio samples collected 
in each case study (together, comprising more than 1000 
recordings), as well as exit interview transcripts from Stud-
ies 2 and 3 (in Study 1, participants only completed an exit 
survey, which did not include questions about the data collec-
tion experience). We also consulted with research assistants 



Table 1: Overview of Case Studies 

Age Rec. Duration (min) Research Questions N Anchor(s) Feedback Propagation (yrs) Antecedent Ensuing 

How do children respond to the Recording Video playlist Automatic, 1 transition away from a screen 24 3–5 1 2 icon on ending immediate when a video playlist ends? screen 

Does children’s executive function Game start 
Recording improve after playing the game At random Automatic, 2 38 3–5 N/A 5 icon on Cookie Monster’s Challenge, and if during active immediate screen so, how? use 

Written text How do low- and middle-income <1 – Use of the wake Automatic, 3 36 1.5 2.5 on screen, families use smart speakers at home? >68 word, “Alexa” delayed audio cue 

who participated in the consent process in each study, ask-
ing them to recall insights about families’ reactions to the 
planned procedures during recruiting, data collection, and 
debriefng. Finally, we revisited the manuscripts and analysis 
produced to-date from each study, reviewing the analysis 
activities, labor, data set size, and fndings from each project. 

We performed an initial open-coding of this data using an 
inductive-deductive approach [14] to identify commonalities 
(both positive and negative) that spanned multiple studies. 
To do so, the research team re-read all audio transcripts, as 
well as the supporting study notes and interview transcripts, 
keeping a list of potential themes. After collaboratively dis-
cussing themes, the team then iteratively re-read samples 
and notes, extracting representative quotes and descriptions 
for each theme according to the “vivid exhibits” lens [36]. 

We performed subsequent coding passes to refne and con-
solidate themes. Themes that were well represented with 
numerous examples across studies were included here, illus-
trated with exhibits from the larger collection. 

5.3 Case Study Findings: Benefits and Challenges of 
AAS 

Situated Data. Across all three case studies, we routinely 
found that we were able to capture situated data about par-
ticipants’ use of the deployment system. For example, in 
the following exchange from Study 2, we hear a parent and 
child’s shared experience as they encounter a tooth-brushing 
mini-game that requires the player to quickly and carefully 
scrub a monster’s food-flled teeth (Figure 4, right): 

Cookie Monster: (announcing the start of the 
tooth-brushing game) “Brush teeth!” 
Dad: “Ok. Brush brush brush.” 
System audio: (Brushing noises) 

Dad: “Brush brush brush; get the bottom, get the 
bottom!” 
Cookie Monster: “Brush teeth on top and bottom.” 
Dad: “C’mon, get the bottom! Good job! Oh you 
did a good job!” 
Child: “Did it!” 
System audio: (Success chime) 

In this study, we ultimately found that children see gains 
in executive function after playing this game, and that this 
relationship is mediated by the way in which parents support 
the child’s engagement with the system. Our audio samples 
revealed not only whether a parent was helping a child, but 
also demonstrated the specifc support strategies that parents 
provided, such as breaking the task in to smaller parts, by 
saying things like “get the bottom,” or encouraging the child 
to perform the task quickly by repeating the same instruction 
(“brush brush”) many times in rapid succession. This close 
examination of the collaboration between parent and child 
allowed us to examine the mechanisms by which children 
see gains in executive function. 
Similarly, in Study 1, we found that children often ex-

pressed autonomy about turning of the device and switching 
to their planned next activity. For example, in one instance 
we heard the playlist end and the system remind the child 
that she had planned to play outside. We heard the child then 
announce that it was time to go outside and that she was 
searching for her boots. In another instance, a child partici-
pant announced that it was time to be done watching videos 
and then asked his mother to put on music so he could dance. 
Through audio samples targeting moments of transition, we 
saw that children took ownership of transitions, extended 
them to include the rest of the family, and engaged with 
their surrounding environment (e.g., searching for boots and 



requesting music) to proactively bring about the transition 
they had planned using our system. 

Antecedent Recording. We consistently saw that antecedent 
recording augmented the value of AAS by enabling the re-
search team to collect data before it was known to be of 
interest. For example, in Study 3, as we looked at families’ 
interactions with the Echo Dot, antecedent recording enabled 
us to go beyond examining what families asked the Echo to 
understand why they asked in the frst place. For example, 
in one snippet, we hear: 

Child: “Alexa, pick a number between 3 and 5.” 
Echo Dot: “Your random number between 3 and 
5 is 5.” 

It is only because of antecedent recording that we further 
know the child and his mother had been planning to go to 
a happy-hour event and trying to decide when to leave the 
house. By listening to the human conversation that came be-
fore, we see that the child is using the Echo Dot as a whimsical 
way to determine their departure time, selecting among 3 pm, 
4 pm or 5 pm. Although AAS can capture contextualized us-
age data without antecedent recording, this feature enhances 
the researcher’s ability to examine the causal mechanisms 
behind families’ usage decisions. 
Similarly, in Study 1, antecedent recording enabled us to 

understand how children prepared for transitions, making 
announcements to family members like, “We have one minute 
left” and demonstrated how they ritualized the transition 
supports provided by the system, saying things like, “I want 
to see what she [the system] is going to say”. It showed us how 
parents anticipated and prepared children for transitions 
saying things like, “This is going to be done in a minute; wanna 
go to the grocery store?” Listening to children prepare for 
the event of interest, share it with others, and experience 
proactive support from parents gave us a more robust view 
of the larger sociotechnical system in which these moments 
of use were embedded. 

Scoped Data Collection. A further beneft of AAS is its abil-
ity to scope the data space. One challenge of working with 
rich, qualitative data is the labor involved in performing 
methodical analysis [47]. And prior work has shown that 
passive sensing systems can collect so much data that it can 
be difcult to fnd the signal in the noise [60]. Much like 
context-aware experience sampling [37], AAS intentionally 
narrows the focus of the investigation by collecting data 
around a common trigger or triggers. 

For example, in Study 1, 24 children used our app at home 
at least once a day for three weeks. In doing so, they col-
lectively watched 2,452 videos and spent approximately 500 
hours with our system. By aligning our anchor point with 
our core research question, we were able to surgically target 

our analysis to the moments of use that directly address our 
core concern (children’s transitions). By setting the child’s 
transition point as the anchor event and capturing three min-
utes of surrounding audio, we sliced out the 14 hours and 36 
minutes (3% of the total usage time) that were most relevant 
to our research question. In Study 3, we similarly analyzed 
14.5 hours of audio recordings, drawn from a month-long 
deployment in ten homes, less than 1% of the total time the 
system was deployed. 

Intrusiveness of Recordings. Even before beginning a study, 
we found that recruiting participants to AAS deployments 
was more challenging than with other feld deployments. The 
research assistants who conducted these studies reported 
that potential participants often brought up questions about 
audio recording during the enrollment or consent processes, 
and some potential participants ultimately elected not to 
participate in these studies for this reason. Although this 
suggests that potential participants felt informed to make 
decisions they feel good about, it underscores the fact that 
these procedures have the potential to cause discomfort, the 
fact that these procedures come with an added recruiting 
burden, and the fact that study samples will be biased to only 
include families who are comfortable with these procedures. 
In practice, we found that our case studies did capture 

intimate moments of family life. For example, we hear the 
following in Study 1: 

System audio: (A song is playing, then ends) 
Child (to the tablet): “Bye.” 
System audio: “Now it’s time to sleep. Are you 
ready to sleep?” 
Child: “Yeah!” 
Child: “Mommy, I am ready to sleep.” 
Mom: “Good girl. Do you like the timer?” 
Child: “Yeah, I like it.” 
Mom: “K. I love you.” 

This example characterizes the way in which AAS intermin-
gles user feedback and close, personal moments of family 
life–here a sweet exchange between parent and child as the 
child goes to bed. Both the value and challenge of AAS is 
its ability to give the research team this close view of users’ 
experiences. 

Participant Awareness of Recordings. One question that arose 
in our analysis of all three studies was whether participants’ 
awareness of recordings has the potential to infuence behav-
ior. Although rare, we heard explicit comments about active 
recording, suggesting participants were aware of data collec-
tion in the moment at least some of the time. For example, 
in Study 3 we heard: 

Child: “Alexa, your jokes are really corny.” 
Alexa: “Sorry, I don’t know that one.” 



Child: “Alexa, get a brain, idiot.” 
Alexa: “Hmm, I don’t know that one.” 
Adult: “Just a reminder that they can hear you.” 
Child: “Oh yeah.” 

Here, the parent reminds the child about AAS data collection 
as the child hurls abuse at the device, suggesting not only that 
participants are aware that recording is happening, but that 
they might censor socially unacceptable behavior in response. 
In another instance, a family in Study 1 explicitly chooses to 
talk to research team through the recording mechanism: 

Dad (to child): “Well, what do you think about that 
show that was just on? . . .Do you have anything 
you want to say?” 
Child: “Play!” 
Dad: “What do you have to say about this whole 
experience? With the Samsung tablet?” 

Here, the father prompts his child to share his thoughts about 
the experience. In some sense, this can be seen as opportunity 
for participants to communicate with researchers. However, 
it also confrms that participants are aware of being recorded 
in the moment. 

Systematic Blind Spots. Though we collected rich data sets in 
all three case studies, we consistently captured an incomplete 
picture of the usage context. AAS lacks the visual data that in-
person observation or video recording might provide, and in 
our samples it is at times unclear who is speaking or to what 
they are referring. At times, a child shouts to someone in the 
distance and only one side of the conversation is captured. In 
other instances, two children play with a device together, and 
it is unclear who is touching the screen. We have found audio 
to be a useful but incomplete representation of participants’ 
usage and context. 

Without additional augmentation, AAS also lacks integra-
tion with system logging or screen recording, and prior work 
has shown the value of combining qualitative and quantita-
tive data during deployments in the wild [11]. In our case 
studies, we manually triangulated with other data sources; 
for example, in Study 1, we used timestamps to link the 
videos children chose to watch as reported by in-app logging 
with the audio recordings captured when the videos ended. 

5.4 Evolution of AAS 

As we conducted these studies, we iterated on our approach 
in three key ways. First, we incrementally formalized partic-
ipants’ ability to manage their data and delete recordings. In 
Studies 1 and 2, we gave participants the option to contact us 
to manually delete any recordings they retroactively decided 
they would prefer not to share. No participants chose to do 
so, leaving us wondering retrospectively whether this choice 
meant they were comfortable with the audio they shared, or 

if the option to request manual deletion was too cumbersome 
or exposing to be accessible. 
Thus, in Study 3, we made this option more accessible 

by delaying propagation of recordings for 10 minutes and 
providing UI allowing participants to delete the last 10 min-
utes of data at any time, redacting this information before 
it ever reached the research team. Three of 10 families who 
participated in Study 3 chose to delete data, each deleting 
exactly one 10-minute block during the month-long deploy-
ment. However, during exit interviews, one participant said 
they once meant to use the delete function but forgot; an-
other said that they once decided not to use the delete button 
but later wished they had. Based on these suggestions that 
participants would value additional control, we made further 
iterations to the data management UI. In our generalized 
library, we provide participants with full access to review 
and manage their data, and we provide researchers with the 
ability to adjust this level of access to meet the needs of their 
study. 
Second, we evolved the level of real-time feedback we 

provide during active recording. In Study 1 and Study 2, we 
notifed participants of active recording with a red record-
ing indicator on screen. In Study 3, our research question 
explored a new modality (voice input), making our visual UI 
indicator insufcient, as participants did not need to look at 
the deployment tablet when interacting with the Echo Dot. 
Thus, we added audio feedback announcing anchor events. 

In extending this to a generalized library, we included 
other redundant indicators in multiple modalities (visual, au-
dio, and haptic feedback, with both ephemeral and persistent 
notifcations). Through this diverse set of options, we hope 
to support participant awareness across a broader range of 
scenarios, including deployments with visually dense UI, 
deployments with competing audio from the system, and 
deployments with a diverse range of users including those 
who are blind or low-vision or otherwise lack access to some 
indicators. 
Third, we saw in Study 1 and Study 2 that participants 

occasionally chose to treat recording windows as opportuni-
ties to speak to the research team (such as the example from 
Study 1 where a father asks his child if there is anything she 
would like to say about her experience). As a result, in Study 
3, we added the ability for participants to trigger recording 
on demand, leveraging the infrastructure we put in place 
for anchor events as a means for participants to leave voice 
memos and in-the-moment refections. Across the duration 
of the study, six of the ten families chose to take advantage of 
this optional feature, leaving 12 voice memos for the research 
team about their real-time experiences with the system. 



6 DISCUSSION 

6.1 Contributions of AAS 

Across all of our case studies, we found that we were able 
to collect rich, situated data from children and families that 
gave us direct and nuanced insight into their usage expe-
rience. We saw that when using our video player, children 
autonomously announced to their parents when their videos 
ended and, for example, proactively began searching for 
boots to go outside. We saw that parents scafolded chal-
lenging executive function tasks for their children, breaking 
them down into smaller steps. And we saw that children’s 
interactions with the Amazon Echo Dot that might appear to 
be instrumental (e.g., choosing a random number between 
three and fve) are often undergirded by a whimsical intent 
(giving Alexa the power to choose the departure time for a 
party). 
In its current form, AAS ofers three core contributions. 

Although it shares some of these strengths with existing in 
situ methods, together its collective features ofer new oppor-
tunities. First, AAS allows researchers to collect qualitative 
data without requiring self-report from users, reducing the 
participation burden and potentially reducing the extent to 
which participants alter their behaviors. Second, by using 
anchor events to trigger data collection, AAS reproduces the 
real-time, event-based sampling that characterizes context-
aware ESM. We have found this to be particularly valuable 
in our qualitative case studies, as this approach has allowed 
us to scope what would otherwise be an enormous expanse 
of potential data into a corpus tailored with precision to our 
research question. 

Finally, through antecedent recording, we support retroac-
tive data capture that is not typically part of ESM procedures. 
Prior work has shown that retrospective audio data can be 
useful; for example, Experience Bufers [31] enable care-
givers to retroactively capture audio about experiences they 
later realize are meaningful, the Personal Audio Loop sup-
ports individuals in retroactively preserving their own past 
audio content [30], and SenseCam facilitates recalling past 
memories [34]. A key contribution of this work is blending 
back-bufered audio capture with context-aware ESM. 

6.2 Limits to AAS 

Yet, we also encountered limits to the benefts of AAS. Much 
like context-aware ESM, the accuracy of AAS data collection 
is only as good as the accuracy of the sensing techniques it 
is built on. When our anchor event was discrete (i.e., the end 
of a video playlist in Study 1), we could expect virtually per-
fect accuracy, but when our anchor event was probabilistic 
(i.e., detection of the word “Alexa”) we were dependent on 
the underlying inference engine, here, the particular speech 
recognition model we chose. 

As the state of the art in passive sensing and prediction 
evolves, so too will the potential of AAS. Prior work has 
shown imperfect but powerful accuracy in using passively 
sensed data from mobile phones to predict everything from 
symptoms of Schizophrenia [67] to the likelihood of exercis-
ing [? ] to incidents of binge drinking [9] to the likelihood 
of the screen of a smartphone being visible to its owner [18]. 
Collecting audio samples that are relevant to researchers 
and aligned with study participants’ expectations requires 
sensing techniques that can detect anchor events accurately. 

Across case studies, we also encountered moments when 
AAS provided an incomplete picture of participants’ usage 
experience, highlighting the limits of collecting audio data 
alone. A number of existing systems have demonstrated the 
value of integrating multiple data streams (e.g., [11, 40]), and 
future work to seamlessly stitch together audio data and 
system event logging would enhance the value of AAS. It 
would also be useful to combine audio recordings with screen 
capture or video data or to selectively capture audio by voice 
print. 

6.3 Privacy, Participant Awareness, and Data Loss 
In response to hesitation from participants about the intru-
sion of AAS, we iteratively evolved supports to enhance 
participant awareness of recordings. We found that when 
participants had the option to manually delete data them-
selves, 30% chose to do so one time over the course of four 
weeks, indicating both that this feature was valuable and that 
the lost data did not impact our ability to collect a large, rich 
dataset. Because participants’ refections suggested that they 
would make use of a more robust interface for reviewing and 
managing their data, we support participant-facing review 
of all data in our general-purpose AAS library. However, we 
have not yet evaluated the extent to which participants en-
gage with this interface, the extent to which it leads to data 
loss, the extent to which it addresses participants’ concerns, 
or the extent to which participants feel the need to have 
access to all data. Future design work remains to iterate on 
this UI and to study how diverse AAS studies can best meet 
users’ privacy needs. 
Future work also remains to understand the extent to 

which participants’ behavior changes in response to real-
time feedback notifying them of anchor events, and exam-
ining such changes in the context of a specifc study could 
be a valuable standard practice in AAS. In Study 3 (where 
antecedent recording occurred before feedback was given), 
we did not see strong evidence that participants’ behavior 
changed before and after a notifcation, though this was con-
founded by the fact that the anchor event was the wake word 
“Alexa,” which users spoke as they switched to a very difer-
ent type of speech. And we did see hints that participants 
were aware, at least at times, of being recorded. 



Prior work examining other in situ methods has shown 
that knowledge of data collection can create a Heisenberg 
Efect, such that the process of self-reporting experiences 
can change what participants do and how they feel about 
it [15]. Thus, by enhancing participants’ awareness, the re-
search team might increase participants’ comfort and sense 
of control, but by diminishing participants’ awareness of 
recordings, the research team might increase the ecological 
validity of the behaviors and responses they capture. Em-
ploying AAS necessitates wrestling with this tension in the 
context of the study in which it is employed. 
Though the needs of diferent studies and study popula-

tions will vary, we argue for privileging participant aware-
ness over participant authenticity, as it better honors the 
tenet of respect for persons [2]. In determining which form(s) 
of feedback to provide, researchers might consider how sen-
sitive the audio data is likely to be, whether child participants 
will understand the recording process, whether an adult will 
be engaging with technology together with the child, and 
where participants are likely to be directing their attention 
during the anchor event. As Graue and Walsh [28] explain 
in discussing the ethics of research with children (p. 56): 

“Entering other people’s lives is intrusive. It re-
quires permission, permission that goes beyond 
the kind that comes from consent forms. It is the 
permission that permeates any respectful relation-
ship between people.” 

In deciding how forcefully to raise participants’ awareness 
of recordings, how proactively to retrieve recordings after 
they have been collected locally, and how comprehensive to 
be in capturing recordings, researchers making use of AAS 
must carefully assess the specifc permissions that truly have 
been granted to them by their participants. 

7 CONCLUSION 

Very young children are avid technology users who deserve 
to be frst-class citizens in the design of systems and ex-
periences that afect their lives. AAS is a data collection 
technique for feld deployments that captures audio sam-
ples in response to anchor events of interest. This allows 
researchers to passively capture rich, qualitative feedback 
about moments of interest and the events that precede them, 
and to do so at scale with data that comes directly from 
children. By formalizing the principles of the approach and 
supporting these with an open-source library, we seek to 
empower the research community to confront the ethical 
tensions inherent in this work and to resolve them within 
the context of their own feld deployments. 
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