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ABSTRACT 
Though toddlers and preschoolers are regular touchscreen users, 
relatively little is known about how they learn to perform unfamil-
iar gestures. In this paper we assess the responses of 34 children, 
aged 2 to 5, to the most common in-app prompting techniques for 
eliciting specific gestures. By reviewing 100 touchscreen apps for 
preschoolers, we determined the types of prompts that children are 
likely to encounter. We then evaluated their relative effectiveness 
in teaching children to perform simple gestures. We found that 
children under 3 were only able to interpret instructions when they 
came from an adult model, but that children made rapid gains 
between age 3 and 3-and-a-half, at which point they were able to 
follow in-app audio instructions and on-screen demonstrations. 
The common technique of using visual state changes to prompt 
gestures was ineffective across this age range. Given that prior 
work in this space has primarily focused on children’s fine motor 
control, our findings point to a need for increased attention to the 
design of prompts that accommodate children’s cognitive devel-
opment as well. 

Categories and Subject Descriptors 
H.5.2 User Interfaces: Input devices and strategies, Interaction 
styles  

General Terms 
Design, Experimentation, Human Factors. 

Keywords 
Toddlers, Preschoolers, Gestures, Prompts, Tablets, Touch-
screens, CCI, Usability, Instructions. 

1. INTRODUCTION 
As tablets and mobile devices have proliferated worldwide, so has 
children’s consumption of touch-screen media. Seventy-five per-
cent of American families with a child under 8 own a touch-
screen device, and iPad ownership in families with young children 

saw a five-fold increase (to more than 40% of households) be-
tween 2011 and 2013 [29]. This increase in access extends to 
toddlers and preschoolers as well. Eighty percent of children be-
tween the ages of 2 and 4 are mobile device users, and the average 
American 2-to-4-year-old spends nearly 20 minutes a day using a 
tablet or smartphone [29].  
Though prior work demonstrates that these children are physically 
capable of performing many of the most common mobile app 
gestures [3], relatively little is known about how children learn 
which gestures are contextually relevant or how they learn to per-
form gestures that are unfamiliar. As developers are increasingly 
creating educational apps that target this age group, it is important 
to understand the extent to which preschoolers can meaningfully 
engage with this content. Only if children understand how to trig-
ger interactive app elements with intention can we expect them to 
be able to access the designed content or extract intended educa-
tional concepts. 
In this paper, we examine toddlers’ and preschoolers’ responses to 
four different mechanisms for prompting users to perform specific 
gestures: three unique in-app prompts, and an in-person model of 
the gesture by an adult. Each of these cues is intended to suggest 
in advance how a user should interact with a system. To inform 
this work, we first conducted an initial review of 100 semi-
randomly selected apps on the iTunes app store designed for chil-
dren under the age of 5. We identified the most common tech-
niques across this sample for prompting users to perform specific 
gestures: visual state changes, audio instructions, and a demon-
stration by a cartoon hand. Based on this analysis, we designed 
and implemented materials to comparatively assess the effective-
ness of these different styles of prompting in teaching children to 
perform different gestures. 

We conducted an empirical study with 34 children between the 
ages of 2 and 5 to assess their ability to understand each of these 
four prompt types. We paired each of these prompting techniques 
with a set of four gestures, allowing us to examine each tech-
nique’s effectiveness in a variety of contexts. We examine chil-
dren’s ability to interpret each of these prompt types as a function 
of age, and we identify the age at which this population develops 
a stable understanding of each prompting technique. In this inves-
tigation, we sought to explore the following research questions: 

R1: Do very young children accurately interpret prompts to 
perform specific tablet gestures? 

R2: Which prompts are most likely to result in accurate inter-
pretation? 

R3: How does this change with age? 
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This research represents the first comparative evaluation of popu-
lar prompting techniques for very young children and the first 
documentation of their relative effectiveness as tools for eliciting 
common gestures from children. The contribution of this work is 
to examine 1) how children respond to commonly used prompting 
mechanisms and 2) at what ages children acquire the ability to 
understand each of these prompt types. By understanding when 
prompts will and will not be effective, we hope to support design-
ers in guiding their youngest users toward successful interaction 
behaviors. 

2. RELATED WORK 
2.1 Gesture Performance and Children 
A large body of prior work has investigated touch-screen gestures 
and interface design [8, 25, 34]. Though much of this work has 
considered adult users only, in recent years, a growing body of 
research has begun to investigate children’s and adolescents’ use 
of gestures as well [2, 5, 28]. Previous research suggests that be-
tween the ages of 8 and 11, school-aged children approach adult-
like maturity in their performance of basic, one-handed gestures 
such as tap, drag, swipe, and pinch [4, 30]. However, when per-
forming more complex and custom gestures, children and teens’ 
touch interactions are less likely to be interpreted correctly by 
gesture recognizers [1]. These performance gaps shrink as chil-
dren age into later school-age years and adolescence; yet even 
these older children remain a distinct user group with less precise 
gesture performance than adults [10].  

As school-age children mature cognitively, they also demonstrate 
a more abstract understanding of gestures. In a test of a mixed 
media prototyping tool, children 8- to 12-years-old were asked to 
create low-fidelity interfaces for mobile devices using sketches on 
clear panels. When children were asked to describe their proto-
types to a group, they correctly used terms such as “pinch,” “tap,” 
“flick,” and “scroll” [9]. This suggests that at this age, children 
have a clear mental model of what these gestures mean and the 
effect they should each produce on an interface. Similarly, in an 
assessment with 8- to 11-year-olds, researchers found that organ-
ic, child-defined gestures are similar to gestures defined by adult 
users [30]. This is also consistent with children’s mental represen-
tations of gestures beginning to resemble adults’ in early adoles-
cence.   

Across childhood, young users acquire both physical and cogni-
tive skills that bring their gesture-related understanding, inten-
tions, and abilities in line with that of adults. In this investigation, 
we leveraged this prior work by intentionally examining pre-
schoolers’ responses to gesture prompts across an age range of 
several years. Rather than treating preschoolers as a monolithic 
design target, we focus on how performance changes with age 
across our sample.  

2.2 Gesture Performance and Preschoolers 
Relative to school-age children, very little work has evaluated 
preschoolers’ and toddlers’ ability to perform touchscreen ges-
tures and this body of research has focused almost exclusively on 
children’s fine-motor control. Aziz and colleagues demonstrated 
that children can master some gestures as early as age 2 [4]. In 
their study, researchers observed children between the ages of 2 
and 12 as they played with five different educational tablet apps 
and performed seven fundamental gestures: tap, flick, slide, drag 
and drop, rotate, pinch and spread. Two- and three-year olds were 
found to struggle with drag and drop, rotate, and spread. Four-
year-olds were observed to be proficient in all seven gestures. 
However, as this investigation included only three participants of 

each age, the extent to which these findings generalize to the 
broader population of preschoolers is unclear.  

A second study of gesture performance in preschoolers demon-
strated both that children can perform basic gestures from an early 
age and that their accuracy increases steadily between the ages of 
3 and 6 [33]. All participants attempted tap, double tap, single-
touch drag and drop, and multi-touch drag and drop gestures; 3-
year-olds were successful 73% of the time, while children older 
than 5 were successful 89% of the time. Adults remained 30% 
more accurate on tap tasks and 10% more accurate on straight-line 
drag and drop tasks than the best performing children. A third 
study examined 4- to 6-year-olds interactions with a tabletop 
computer [20]. The researchers found that while younger children 
required more hints from adults, all children were able to interact 
with the touchscreen and naturally performed basic gestures such 
as tapping and dragging. They found no physical barriers to ges-
ture performance for these older preschoolers and kindergarteners.  
Thus, while some prior research indicates that very young chil-
dren can perform gestures, this remains an understudied area 
where the focus to date has been on fine motor control and the 
physical performance of gestures. The ways in which children’s 
cognitive development relate to their gesture performance remain 
unexplored. Our investigation expands this body of literature by 
examining instructional techniques that predict accurate gesture 
performance in preschoolers and the extent to which these tech-
niques are comprehensible to preschoolers of varying ages. 
Though we know preschoolers are at times able to perform pro-
ductive touchscreen gestures, our work documents the context in 
which we should expect these children to be successful and the 
design decisions that facilitate that success. 

2.3 Gesture Prompts 
The physical ability to perform a gesture is useful only if the user 
understands when and why he or she should perform it. Thus, 
many studies have investigated how various design decisions 
scaffold such knowledge and translate into the ability to elicit 
specific interactions from users [34]. While past work to define 
prompting techniques for touchscreen gestures centers on adult 
users, a few studies have evaluated prompting techniques with 
children. McKnight and Fitton studied how to teach gestures to 6- 
and 7-year-old children and evaluated the effectiveness of specific 
language and terminology choices in written and audio instruc-
tions [23]. They report that at this age children are unfamiliar with 
touch-screen terms such as “select” or “press and hold,” but are 
able to understand terms with real-world applicability, such as 
“slide” and “swipe” [23]. Based on their analysis, the research 
team developed a set of design guidelines for creating mobile 
device interfaces for children age 7 to 10 [22]. 

However, little prior work has assessed younger children’s under-
standing of gesture prompts. Nacher and colleagues found that 2- 
to 3-year-old children were more likely to perform drag and scale 
gestures correctly in response to a prompt from an animated hand 
symbol than in response to a static hand symbol with arrow icons 
[24]. In a separate study, Nacher and colleagues found that pre-
schoolers could perform a variety of gestures (tap, double tap, 
long press, drag, rotation, and scaling) successfully when prompt-
ed by an adult. In both studies, child participants completed a 
gesture-training exercise with a researcher before beginning the 
assessment.  

Our work builds on these early investigations into preschoolers’ 
ability to interpret prompts correctly by evaluating the effective-
ness of previously unassessed prompting techniques and by exam-
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ining the evolution of children’s understanding across the pre-
school years. We also conduct the first assessment of in-app 
prompts for preschoolers without training participants in advance 
to recognize the prompts or to perform the associated gestures. 
This lack of training is intended to increase ecological validity and 
the likelihood that children’s responses to our prompts are reflec-
tive of their responses to the unfamiliar prompts they might en-
counter in the wild.  

2.4 Prompting Outside of CCI 
Given the limited literature on prompts for preschoolers in digital 
interfaces, we also looked at evidence-based prompting tech-
niques used with very young children in other contexts. Behavior-
al therapies for children often involve a highly structured prompt 
hierarchy that describes successive techniques for guiding a child 
toward a desired behavior [19]. This hierarchy is designed to grow 
from least to most intrusive, with more intrusive prompts provid-
ing more adult involvement and increasing the likelihood that 
children will perform the prompted behavior. While the prompt 
categories can differ by task type, one common hierarchy is listed 
below [21], ordered from least- to most-intrusive: 

• Verbal instructions 

• Gestural prompts 

• Modeling 

• Physical guidance 
Commonly, prompt hierarchies recommend first using less-
intrusive prompts, such as verbally describing what the child 
should do (e.g., saying, “Touch the yellow ball”) or gesturing 
toward a target item (e.g., pointing to the yellow ball). When less-
intrusive prompts fail, the adult can model the intended behavior 
(e.g., the adult touches the yellow ball) or physically guide the 
child to do the intended behavior (e.g., pick up the child’s hand 
and put it on the yellow ball) [7, 14]. Adult models provide more 
support and increase the likelihood that children successfully per-
form the desired behavior, relative to prompts that indicate what 
to do indirectly.  
Though these in-person prompting techniques are not available to 
app developers, we hypothesized that in-app prompts resemble 
less-intrusive prompts in this hierarchy, such as verbal instruc-
tions, and that an adult model would therefore be a more effective 
teaching tool. As adults frequently facilitate children’s use of 
touchscreen devices [31], we chose to include an in-person model 
in our assessment of techniques for teaching touchscreen gestures.  

3. PRELIMINARY WORK 
3.1 App Store Review 
As no existing work documents the most common prompts in 
children’s apps, we conducted a preliminary investigation to un-
derstand common practices in this space. We searched the iTunes 
App Store for applications with iTunes’ “Kids 5 and Under” des-
ignation. No straightforward mechanism exists for viewing all 
apps in the store and selecting from them randomly, thus we 
searched for lists of the most popular apps, looked for recommen-
dations from Common Sense Media, reviewed award sites such as 
the Children’s Technology Review and the Parents’ Choice 
Awards, and looked at the apps featured by iTunes. We chose 100 
unique titles created by 68 unique app developers. These spanned 
a variety of categories and included a mix of educational and en-
tertainment content.  
We played each app and recorded all of the ways in which the app 
guides a child toward performing productive gestures. This in-

cluded sampling multiple levels, exercises, and mini-games; in-
tentionally playing incorrectly; and intentionally waiting for an 
extended period of time to give the app the opportunity to prompt 
the user in response to a lack of input. The most common prompts 
were:  

• Audio instructions (50% of apps) 

• A visual change to the item to touch (such as sideways 
motion to indicate that an element can be swiped, or 
pulsing to indicate that an item can be tapped) (41%) 

• Text-based instruction (19%) 

• A demonstration by a cartoon hand (14%) 
Less common prompts included a path or outline for the user to 
follow with his finger (9%) or a demo by a character (3%). As we 
were confident that children 5 and under would largely be unable 
to read, we chose not to assess whether text instructions would be 
useful. We used the other common prompts as the foundation of 
our investigation. 

Thus we assessed three in-app prompting techniques: audio in-
structions, visual state changes, and a demonstration by a cartoon 
hand. Based on literature suggesting that an adult model is a high-
ly productive mechanism for prompting child behavior [21], we 
also chose to evaluate these in-app techniques relative to in-
person support from an experienced adult user. 

3.2 Hypotheses 
Based on the literature above we hypothesized that:  

H1: Children will be more successful learning from an adult 
model than from any in-app prompt 

H2: Children’s success in interpreting prompts will increase 
with age across the preschool years 

Due to the lack of prior work examining the effectiveness of dif-
ferent types of in-app prompts, we made no predictions about 
their comparative value for this age group. 

4. METHODS 
We assessed children’s ability to perform and understand four 
different types of gestures in response to prompting. We used four 
different types of prompts to indicate which gesture to perform. 
All gestures could be paired with all prompt types, and each child 
saw all four unique gestures and all four unique prompts (see 
Table 1). The prompt-gesture combinations varied across partici-
pants, as any type of prompt could be paired with any type of 
gesture. In this section, we describe these prompting techniques, 
how we used them to teach each gesture, and our method of as-
sessing participants on their ability to successfully interpret each 
of these types of prompts.  

4.1 Participants and Study Site 
We conducted this investigation at a private preschool in the city 
of Seattle for children between the ages of 1 and 5. School admin-
istrators sent a solicitation email to the families of all students. 
Parents of 41 children enrolled their child in the study. Two chil-
dren under 2 were excluded due to limited language and inability 
to follow one-step directions. Of the remaining 39 children, 5 
declined to participate when asked in person for their assent. A 
total of 34 children (35% male) between the ages of 2 and 5 
(mean = 3;71, sd = 0;11) participated in this study. Our sample 
                                                                    
1 We follow traditional linguistic notation where age is reported in 

yy;mm format (e.g., 2;10 represents 2 years and 10 months) [6] 
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included four sibling pairs of different ages and one pair of identi-
cal twins. 

We asked parents by email to report their child’s past experience 
with touchscreen technology. Of the 34 children who participated, 
parents of 25 (74%) responded, as shown in Table 2. All parents 
who volunteered their child’s participation were given a $5 gift 
certificate to Amazon as a token of appreciation. 

Table 2: Participants’ Prior Touchscreen Experience 

How often does your child use a touchscreen device? 
Never 3% 
Less than once a month 6% 
Less than once a week 21% 
A few times a week 26% 
Every day 12% 
More than once a day 6% 
No response 26% 

4.2 Materials 
We designed and implemented a four-scene task to assess chil-
dren’s ability to correctly interpret prompts to perform specific 
gestures. We also assessed participants on two additional tasks not 
analyzed in this paper. All tasks were developed for iOS using the 
Cocos 2D animation library [13]. The tasks were run on an iPad 2. 

In each of the four scenes, exactly one gesture triggers an on-
screen event (see Figure 1). An on-screen dog named “Luna” is 
the focus of each scene, and executing the correct behavior causes 
Luna to perform a specific action. In one scene, a vertical swipe 
causes a dog biscuit to hop out of a treat jar and land in Luna’s 
bowl. In another, shaking the iPad causes Luna to bark. In a third 
scene, a horizontal swipe causes Luna to run across a field of 
grass and pick up a ball, and in a fourth scene, double-tapping 
Luna causes her to pant and wag her tail.  
We specifically chose gestures that were relatively uncommon in 
the applications we evaluated in our initial app review to reduce 
the likelihood of a child already knowing to try such a gesture 
based on experience. We also chose gestures that would be diffi-
cult for a child to perform unintentionally before he or she had a 
chance to observe the prompt (e.g., we specifically did not choose 
a simple tap or flick gesture). We were also careful to choose 
gestures that would still be easy for a young child to perform once 
they knew what to do (e.g., we eliminated complex gestures such 
as tapping or dragging with two fingers) [4]. 

We used four different techniques to prompt the user to perform 
each gesture (for a total of 16 possible prompt-gesture pairs). All 
participants saw all four unique scenes and four unique types of 
prompts. Each gesture could be prompted by any of the following:  

1) Audio Prompt: An mp3 audio clip tells the child what 
gesture to perform, such as, “Shake the iPad to see what 
happens” in a neutral, adult female voice 

2) Hand Prompt: A cartoon hand demonstrates the gesture 
on screen  

3) Model Prompt: A script for the researcher to follow to 
model the target gesture (the only prompt that did not 

come from the app), such as saying “Ok, now do this” 
and performing a horizontal swipe with one finger with-
out quite touching the surface of the iPad 

4) Visual Prompt: A visual change to the interactive item 
on screen showing the intended motion 

In all scenes, a text label in the top-left corner named the pre-
determined prompt type for the benefit of the researcher. Tapping 
the label triggered the prompt. In the case of the model prompt, 
the label was not interactive and instead named the gesture that 
the researcher should model (e.g., “Model Vertical Swipe”). The 
remaining three in-app prompts presented the following content: 
Audio Prompts 
The following mp3 recordings prompted each gesture: 

• Double Tap: “Tap the dog two times to see what hap-
pens.” 

• Horizontal Swipe: “Move your finger across the screen 
to see what happens.” 

• Shake: “Shake the iPad to see what happens.” 

• Vertical Swipe: “Move your finger from the bottom of 
the screen to the top of the screen to see what happens.” 

Hand Prompts (see Figure 2) 

• Double Tap: A cartoon hand with extended index fin-
ger fades into view over the dog, pauses, animates to a 
smaller size (to give the appearance of moving closer to 
the dog and farther from the user) and a pink dot ap-
pears momentarily under the tip of the finger when it 
has reached its smallest size (to indicate making contact 
with the dog). The hand animates back to its original 
size, and the shrinking animation is repeated to indicate 
a second tap. The hand again animates back to its origi-
nal size and fades out of view. 

• Horizontal Swipe: A cartoon hand with extended index 
finger fades into view above the dog, pauses, then ani-
mates horizontally across the screen, pauses, and fades 
out. 

• Shake: A cartoon image of an iPad with a scene identi-
cal to the one currently shown on the iPad fades into 
view. Two hands are gripping the sides of the iPad. Af-
ter a pause, the image tilts repeatedly from side to side 
to give the appearance of the cartoon iPad shaking back 
and forth.  
 

Table 1: Gestures and prompts seen by each child. Each 
gesture can be paired with each type of prompt. 

Gestures  Prompts 
Double Tap  Audio 
Horizontal Swipe  Hand 
Shake the iPad  Model 
Vertical Swipe  Visual 
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Figure 1: Scenes. All children saw all 
four scenes, each exactly once, each 

paired with a different type of prompt.  
(a) Treat hops out of treat jar in re-

sponse to vertical swipe, (b) Luna barks 
in response to shaking the iPad, (c) Luna 
runs across the screen and picks up her 
ball in response to horizontal swipe, (d) 

Luna hangs out her tongue and wags her 
tail when double-tapped.  

Figure 2: Hand prompts, (a) vertical 
swipe, (b) shake, (c) horizontal swipe, and 

(d) double tap. Red arrows are annota-
tions to show interaction and were not 

visible to users. 

Figure 3: Visual prompts, (a) vertical 
swipe, (b) shake, (c) horizontal swipe, and 

(d) double tap. Red arrows are annota-
tions to show interaction and were not 

visible to users 
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• Vertical Swipe: A cartoon hand with extended index 
finger fades into view over the dog biscuit, pauses, 
moves to the top of the treat jar, pauses, and fades out. 

Visual Prompts (see Figure 3) 

• Double Tap: The dog “pulses” twice in rapid succes-
sion via a yellow glow animation. 

• Horizontal Swipe: The dog animates horizontally 
across the screen towards a ball on the other side; just 
before reaching it, the dog snaps back to her original 
position. 

• Shake: The entire scene (including the background) ro-
tates quickly by 30 degrees back and forth in each direc-
tion. 

• Vertical Swipe: The dog biscuit “hops” to the top of the 
treat jar by animating vertically, pauses, and falls back 
down to the bottom.  

4.3 Procedures 
Prompts were assigned to gestures using a Latin Square design, 
ensuring that each participant saw each gesture (double-tap, hori-
zontal swipe, shake, vertical swipe) and each prompt (audio, hand, 
model, visual) exactly once, with prompt order and gesture order 
counter-balanced across participants. 

All data were collected at school during the school day over a 
one-week period in December 2014. Data were collected during 
periods of free play in order to avoid disrupting structured parts of 
the school day (such as meals or naps). A researcher asked one 
child at a time if he or she would like to “be a helper” by “playing 
some games on a little computer.” If the child responded affirma-
tively, the researcher escorted him or her to a nearby office (away 
from the distractions of the classroom).  The researcher showed 
the child the iPad and asked if he or she had used one before. The 
researcher then supported the child in playing a warm-up app 
where the child could draw shapes on the iPad and pop them by 
tapping them. Once the child was successfully performing touch 
interactions with the warm-up app, the researcher moved on to the 
experimental procedures. All participants were able to easily nav-
igate the warm-up exercise and were creating and “popping” 
shapes within a few minutes of exposure. 

After the warm-up exercise, the researcher introduced the child to 
“Luna.” She explained that Luna can do tricks, and that the child 
can figure out how to make her do these tricks. The researcher 
sequentially presented each scene in the task, with scene-order 
predetermined and automatically populated based on participant 
ID. In each scene, the researcher silently pressed the label to initi-
ate the prompt; in the case of the model prompt, the researcher 
instead said “Do this” while modeling the correct gesture by hov-
ering just over the iPad screen without touching it.  The researcher 
then gave the child the opportunity to experiment with the screen, 
asking “What should we do?” The child then had the freedom to 
perform gesture(s) or other touch interactions. 

Participants were not trained in any way or told what types of 
gestures to perform. At no point did the researcher suggest what to 
do (other than triggering the appropriate prompt). Participants 
only knew what gesture to perform by interpreting the prompt, 
performing trial-and-error, or possibly drawing on prior experi-
ence with other applications. 

If the child asked the researcher for assistance, said that he or she 
was unsure what to do, or stopped experimenting, the researcher 
asked the child if he or she would like to try anything else. After 

the second time the child stopped experimenting with the iPad, the 
researcher asked the child if he or she was ready to move on to the 
next scene. If, at any point, the child performed a gesture success-
fully the researcher praised the child and asked first “How did you 
make that happen?” If the child described what he or she did 
(even if it was not an accurate description), the researcher then 
asked, “How did you know how to do that?” Children typically 
completed all four scenes in less than five minutes. 

After the child completed all tasks, the researcher thanked the 
child for his or her help and escorted him or her back to class. A 
second researcher was present for the duration of the session and 
took notes. All sessions were audio- and video-recorded.  

4.4 Data Analysis 
For each scene that each child saw, we coded:  

• Whether the child understood what gesture to perform 

• Whether the child successfully performed the gesture in 
a way that was correctly interpreted by the application 

To determine whether a child understood what to do, we exam-
ined whether his or her action appeared deliberate, whether he or 
she paused after performing the gesture to observe its effect, any 
comments the child made spontaneously, and the child’s respons-
es to our follow-up questions about the action they performed. 

Coding was performed via video analysis of session recordings. 
Two researchers each coded half of the data, spot-checking each 
other’s codes for agreement. A third researcher formally assessed 
interrater reliability by independently coding a randomly selected 
20% of all data. Cohen’s κ was .926. Disagreements were dis-
cussed until consensus was reached. 

5. RESULTS 
5.1 Children’s Understanding by Gesture 
Children understood and performed all four gestures (double tap, 
horizontal swipe, shake, or vertical swipe) equally well. Repeated-
measures ANOVAs revealed no significant differences in under-
standing or in performance based on gesture type. There were also 
no significant differences based on prior experience with touch 
screen technology. 

5.2 Children’s Understanding by Prompt 
However, the mechanism by which a gesture was prompted (au-
dio, hand, model, or visual) significantly predicted whether or not 
a child understood what to do (see Figure 4). A repeated-measures 
ANOVA revealed a highly significant effect of prompt type (F(3, 

 
Figure 4: Fraction of participants who understood what 

gesture to perform as a function of prompt type 
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30) = 16.32, p < .001, η2 = .338). Pairwise comparisons between 
prompt types (see Table 3) revealed that children were significant-
ly more likely to understand what to do when the gesture was 
modeled by the researcher than when it was prompted by any in-
app mechanism. Children were significantly less likely to under-
stand what to do when prompted by a visual change to the item to 
touch. A Bonferroni correction was applied to all pairwise com-
parisons. 

Table 3: Pairwise comparisons of understanding by prompt 

Prompt Type Mean Difference Std. Error p 

Audio 
Hand .000 .087 1.000 
Model .333*    .104 .018 
Visual .364* .105 .009 

Hand Model .333* .112 .034 
Visual .364* .096 .004 

Model Visual .697* .092 < .001 
    *Significant difference between two prompts 

5.3 Children’s Understanding by Age 
The prompt-dependent differences in children’s understanding 
persisted after controlling for age. A repeated-measures AN-
COVA of understanding by prompt type with age as a covariate 
produced the same pattern of results (F(3, 30) = 7.14, p < .001, η2 

= .187): the model prompt remained the most effective teaching 
tool, while the visual prompt remained the least effective. The 
same test also revealed a significant interaction effect between 
prompt type and age (F(3, 30) = 6.53, p < .001, η2 = .174). We 
examined this interaction effect further with point-biserial Pearson 
product correlations of age and prompt type. These revealed that 
our participants became significantly more likely to understand 
the audio and hand prompts as they got older, while their under-
standing of the model and visual prompts did not change with age 
(see Table 4).  
Table 4: Correlation between Age and Prompt Understanding 

  Audio Hand Model Visual 

Age 
r .708** .644** .193 .127 

p .000 .000 .273 .480 
 

These results were consistent with group differences in age based 
on understanding. Independent-samples t-tests of children who did 
and did not understand what to do in response to each type of 
prompt revealed that the children who understood the hand 
prompt were significantly older (mean = 4;2, sd = 0;7) than the 
children who did not understand the hand prompt (mean = 3;0, sd 
= 0;10, t = -4.77, p < .001). Similarly, the children who under-
stood the audio prompt were significantly older (mean = 4;3, sd = 
0;6) than the children who did not understand the audio prompt 
(mean = 2;11, sd = 0;9, t = -5.68, p < .001). There were no signifi-
cant differences in the ages of those who did (mean = 3;8, sd = 
0;11) and did not (mean = 3;2, sd = 1;1) understand the model 
prompt, as children were relatively successful in following model 
prompts regardless of age. There were no significant differences 
in the ages of those who did (mean = 3;11, sd = 0;11) and did not 
(mean = 3;7, sd = 0;11) understand the visual prompt, as all chil-
dren were relatively unsuccessful in following visual prompts.  

Plotting the fraction of participants who understood each prompt 
type as a function of age further corroborated these analyses. Fig-
ure 5 shows these effects visually. Even the youngest participants 
were able to reliably interpret model prompts and this capacity 
remained high across this age range. However, participants less 
than 2-and-half years old were almost entirely unable to follow 

any of the in-app prompts, and it was only at age 3 that partici-
pants began to interpret these accurately with any regularity 
(though still with only 30% success). Children acquired the ability 
to interpret the hand and audio prompts gradually across this age 
range. At age 3, less than a third of participants could use these 
prompts effectively, but by 3-and-a-half roughly two-thirds of 
participants were interpreting them successfully. Across our sam-
ple, the visual prompts were ineffective for children of all ages. 
Prior touchscreen experiences was not correlated with age, nor 
was it correlated with understanding of any of the four prompt 
types. 

5.4 Executing on Understanding 
We compared participants’ understanding of the gestures to their 
ability to execute these gestures and found that children were 
highly effective in translating their understanding into action. A 
paired samples t-test revealed no significant differences between 
the frequency with which children understood what to do and the 
frequency with which they did it successfully. This was true for 
each gesture type, for each prompt type, and for the collection of 
scenes as a whole. Across all scenes for all children, participants 
who understood what gesture to attempt successfully performed 
the gesture in a way that was understood by the system 87% of the 
time. A repeated-measures ANCOVA comparing the number of 
gestures a participant understood to the number of gestures he or 
she successfully performed with age as a covariate revealed no 
significant interaction between age and performance measure. 

6. DISCUSSION 
Our results reveal that even very young children can be successful 
in performing common gestures. They also reveal that, for these 
common and relatively simple motions, understanding which 
gesture will be productive – and not the physical demands of the 
gesture itself – is a hurdle to children’s success. While much of 
the limited prior work in this space has assessed children’s fine 
motor control and gesture performance, our findings point to a 
need for increased focus on designing prompts to guide children 
toward contextually useful gestures. Once children understand 
which gestures will be productive in a given scene, they are highly 
successful in executing them.  

Our results confirmed both of our hypotheses, specifically that in-

Effectiveness of Prompt Type by Age 

 
Figure 5: Percentage of participants who understood each type 
of prompt at each age. For smoothing, percentages represent a 
sliding window of six months on either side of the target age. 
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person modeling is at least as effective as any in-app prompting 
mechanism and that children’s success in working with prompts 
increases with age across the preschool years. We further found 
that children’s ability to respond appropriately to a prompt is a 
function of both the prompt type and the child’s age. Here we 
discuss our participants’ ability to work with each of the four 
prompt types we assessed. 

6.1 Model Prompts 
Our results show that in-person modeling is a more productive 
teaching technique for this population than any of the most com-
mon in-app prompt types. However, the gains from modeling are 
greatest for younger children and, by the end of the preschool 
years, in-app techniques begin to rival its effectiveness. These 
results suggest that while adult guidance is a valuable mechanism 
for supporting children in engaging with tablet content across this 
age range, by the age of 5 other prompting techniques become 
accessible and an adult demonstration may not be essential. 

6.2 Audio Prompts 
Surprisingly, none of the common in-app prompting mechanisms 
we assessed were effective instructional techniques for children 
under 3. We were surprised to find that audio prompts were inef-
fective for this age group, despite the fact that these participants 
could follow simple verbal directions and converse easily with the 
research team. As our audio prompts were short and intentionally 
spoken slowly and clearly, we expected them to be accessible to 
young children.   

However, adults and older children consistently, automatically, 
and unconsciously employ child-directed speech when speaking 
to children under 4 [11]. Child-directed speech is a way of speak-
ing that is tailored with precision to a very young child’s limited 
verbal ability and involves: expanding the pitch contour, adding 
extended pauses between words and statements, reframing and 
repeating target words and phrases, and eliminating disfluencies. 
Given the sophistication and degree of tailoring in adults’ state-
ments to young children, it is possible that pre-recorded audio 
content may lack an element of in-person verbal communication 
that is essential to reaching very young children.  

However, audio prompts quickly became highly effective teaching 
tools as children grew older. Older children were as likely to fol-
low gesture instructions from an in-app voice-recording as they 
were an in-person model. Our review of commercially available 
apps for preschoolers indicates that this is the most common 
prompting technique for content targeting this user group and is 
used by nearly half of all apps to provide instructions about where 
and how to touch the screen. Our results indicate that this is large-
ly appropriate and that app developers can expect children age 4 
and up to use these verbal instructions effectively. However, 
many of these application authors might be surprised to learn that 
their prompts are ineffective for 3-year-olds. Further work is 
needed to understand if and under what conditions in-app audio 
instructions successfully prompt these younger preschoolers to 
perform the contextually appropriate gestures. 

6.3 Hand Prompts 
Hand demos were also inaccessible to children under 3. As chil-
dren in this age range are just beginning to acquire the capacity 
for symbolic representation [15], it is possible that they are unable 
to mentally represent a cartoon hand as a symbol referencing their 
own hand, and that they therefore fail to map on-screen actions to 
actions of their own. For example, in an unrelated study, research-
ers placed stickers on children’s bodies and asked them to identify 

the corresponding spot on a doll, a symbolic representation of the 
child’s own body [16]. Because very young children struggle to 
form simultaneous mental representations of a symbolic object as 
both an object in its own right and a stand-in for its referent [15], 
study participants were unable to map between the doll’s body 
and their own. One explanation for our younger participants’ fail-
ure to imitate the actions of a cartoon hand could be an inability to 
interpret this as a representation. If a child does not recognize that 
an on-screen hand is a stand-in for the user’s hand, he or she 
would have no reason to interpret the demo as an instruction.  
Further work is needed to understand whether children’s chal-
lenges in using these prompts stem from an immature capacity for 
symbolic thinking. 

Despite the difficulties of very young children, the hand prompts, 
like audio prompts, became steadily more accessible as children 
grew older, with dramatic acquisition between age 3 (when less 
than a third of children could interpret these prompts) and 3-and-
a-half (when more than two-thirds of children could interpret 
these prompts). These results suggest that designers targeting 
older preschoolers can expect their users to interpret hand and 
audio prompts productively without adult facilitation. They also 
suggest that designers targeting toddlers and younger preschoolers 
cannot expect their users to understand traditional prompts. 

6.4 Visual Prompts 
Finally, we were surprised to find that visual state changes to 
interactive items were uninterpretable to our participants and that 
this remained true even for the oldest children. Prior work demon-
strates that within-stimulus prompting (changes to the stimulus to 
which a child should attend, such as increasing the size of the 
number ‘5’) can be more effective than extra-stimulus prompts 
(changes which are external to the stimulus to which a child 
should attend, such as underlining the number ‘5’) in early-
education settings [32]. Thus we expected these visual prompts to 
be more effective than an external stimulus, such as a cartoon 
hand, and were surprised to find that this was not the case.  

It remains likely that these visual prompts are effective in drawing 
children’s attention to interactive items, as these visual-state 
changes leverage users’ orienting response and would be hard to 
miss [17]. And it is also possible that this pulsing, glowing, and 
movement make these items seem more enticing or touchable. 
However, we found that they were unable to serve as teaching tool 
for demonstrating with precision how users should touch these on-
screen items. Further work remains to determine at what age basic 
visual-state changes can successfully communicate swipe-ability 
or the need to double-tap, and whether within-stimulus visual 
changes are able to teach gestures to users of any age.  

We found these prompts to be the most difficult to design and, 
relative to audio content or hand demos, the visual prompts we 
selected were drawn from a larger set of possibilities. It is possible 
that with evidence-based guidelines for creating visual prompts, 
designers could develop solutions that work well for preschoolers. 
However, as our prompts were very similar to the prompts we saw 
in our app review, today’s visual prompts are likely to be ineffec-
tive for teaching young children to swipe, double-tap, or perform 
other simple gestures. Visual prompts were common in the apps 
we reviewed, occurring in more than 40% of these titles. Our 
results suggest that these widespread techniques are likely unpro-
ductive and could benefit from redesign. Future work to define at 
what age, if at all, these prompts become interpretable and the 
features of visual prompts that predict success would be valuable. 
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6.5 Future Work 
There is a clear opportunity for the research community to inno-
vate novel prompting mechanisms for very young children. While 
joint media engagement with an adult is recommended for pre-
schoolers’ using tablets [31], these devices are also used by chil-
dren independently, and this trend is likely to continue as parents 
view young children’s screen time as a useful tool for keeping 
children occupied [18]. New techniques for guiding young chil-
dren toward meaningful patterns of interaction would increase the 
chances that children can access educational content and engage 
with an app productively when playing alone. Our results point to 
avenues for investigating how best to refine prompt designs for 
each of these prompt types. 

As we found a lag between children’s acquisition of conversation-
al language and their ability to understand audio prompts, there is 
a clear opportunity to examine the source of this gap. Future work 
might examine whether tailored audio prompts which incorporate 
elements of child-directed speech and adjust to support children’s 
age and verbal ability increase children’s success and lower the 
age at which audio prompts become useful. A systematic evalua-
tion of the differences between adults’ in-person verbal instruc-
tions and pre-recorded in-app audio instructions could also illumi-
nate reasons why children under 3 struggle to use app audio 
prompts. Further, comparing identical audio content delivered by 
a computer and by a human to children at a fixed age could help 
isolate whether young children struggle with the audio content 
itself or the digital delivery mechanism. 

As we found modeling to be highly effective with preschoolers of 
all ages, it would be useful to identify the components of adult 
modeling that facilitate learning and extrapolate opportunities, if 
any, for translating these components into in-app supports. In this 
study, participants were required to interpret prompts they had 
never seen before and to interpret them without assistance. It is 
possible that with adult facilitation to interpret these prompts ini-
tially, children might be more likely to interpret them correctly in 
subsequent instances. Future work remains to determine whether 
the benefits of an adult model are sustained and whether an initial 
teaching session enables very young children to respond correctly 
and independently to subsequent audio or hand prompts. 

Further work is also needed to understand the benefits and draw-
backs of combining prompts, as these may be more than the sum 
of their parts. Using a visual prompt to call attention to a target 
item while describing a gesture with an audio prompt may be 
more effective than using either prompt in isolation. By leverag-
ing the power of visual prompts to harness the user’s attention and 
the power of audio prompts to add precision, it is possible that the 
designer would create a more effective teaching tool. Alternative-
ly, it is also possible that simultaneous multi-modal prompts 
would be distracting or require the user to synthesize information 
in a way that is challenging for young children.   

Finally, our laboratory-style study is limited and may not reflect 
children’s responses to prompts in more natural contexts. In daily 
life, children may be more experimental, may attempt more ges-
tures without certainty, and may be more likely to discover correct 
gestures in absence of useful prompts. With repeated exposure 
over an extended period of time, not possible in this context, chil-
dren may be able to interpret prompts with greater accuracy. Or 
other cues or pure experimentation may result in children discov-
ering productive gestures without interpreting prompts. Further 
work is needed to understand how our findings translate to more 
natural usage scenarios. Further work is also needed to understand 
whether our findings generalize to more complex gestures. 

7. CONCLUSION 
Though it is well-established that digital media can confer learn-
ing benefits, children’s access to these gains is gated by their abil-
ity to interact meaningfully with the content. Though the popular 
television series Mister Rogers’ Neighborhood increases young 
children’s empathy and supports emotional learning [12], these 
messages are lost on children under 2 who are unable to distin-
guish between normal and incomprehensibly scrambled videos 
[26]. Understanding children’s ability to interpret digital content 
and the way in which this changes with age is essential to creating 
media experiences that are beneficial [27]. 
In this study, we found that the way in which children are prompt-
ed to interact with tablet applications directly impacts their under-
standing and their ability to engage with content. Our results show 
that children under 3 are unable to interpret these prompts and 
should be guided by an adult model. They also show that children 
make rapid gains in understanding between the ages of 3 and 3-
and-a-half, at which point they are moderately successful in inter-
preting on-screen demos and audio instructions. Common visual-
state-change prompts appear to be ineffective instructional tools 
across this age range. These findings point to the critical im-
portance of designing developmentally appropriate prompts when 
creating interfaces for very young children and define several 
means of doing so. 
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