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As the societal demands for application and knowledge in computer science (CS) increase, CS student en-

rollment keeps growing rapidly around the world. By continuously improving the efficacy of computing

education and providing guidelines for learning and teaching practice, computing education research plays a

vital role in addressing both educational and societal challenges that emerge from the growth of CS students.

Given the significant role of computing education research, it is important to ensure the reliability of studies

in this field. The extent to which studies can be replicated in a field is one of the most important standards

for reliability. Different fields have paid increasing attention to the replication rates of their studies, but the

replication rate of computing education was never systematically studied. To fill this gap, this study inves-

tigated the replication rate of computing education between 2009 and 2018. We examined 2,269 published

studies from three major conferences and two major journals in computing education, and found that the

overall replication rate of computing education was 2.38%. This study demonstrated the need for more repli-

cation studies in computing education and discussed how to encourage replication studies through research

initiatives and policy making.
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1 BACKGROUND

In recent years, computer science (CS) has attracted rapidly growing numbers of students around
the world. For instance, undergraduate CS enrollment has doubled from 2011 to 2017 in U.S. col-
leges [1]. The growth is not only limited to college students. In the United Kingdom and Australia,
CS has been mandated for students in elementary and middle school [2, 3]. In the United States,

Authors’ addresses: Q. Hao, CF 457, Western Washington University, 516 High Street, Bellingham, WA; email: qiang.

hao@wwu.edu; D. H. Smith IV and N. Iriumi, CF 414, Western Washington University, 516 High Street, Bellingham, WA;

emails: {smithd77, iriumin}@wwu.edu; M. Tsikerdekis, CF 489, Western Washington University, 516 High Street, Belling-

ham, WA; email: Michael.Tsikerdekis@wwu.edu; A. J. Ko, Mary Gates Hall 015E, University of Washington, Seattle, WA;

email: ajko@uw.edu.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee

provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and

the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored.

Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2019 Association for Computing Machinery.

1946-6226/2019/08-ART42 $15.00

https://doi.org/10.1145/3345328

ACM Transactions on Computing Education, Vol. 19, No. 4, Article 42. Publication date: August 2019.

Most up-to-date version: 06/01/2021

https://doi.org/10.1145/3345328
mailto:permissions@acm.org
https://doi.org/10.1145/3345328


42:2 Q. Hao et al.

76% of high schools offer some form of CS learning opportunity, 60% offer at least one CS course,
and 40% offer classes involving some programming [4]. Challenging questions of computing edu-
cation emerge as the student population grows rapidly. These questions include, but are not limited
to, how to increase student learning efficacy at scale, how to develop better tools to support learn-
ing and teaching of programming, and how to cultivate diversity and inclusion [5]. The prospect
of answering such questions continues to attract an increasing number of computing education
researchers and practitioners. Answering such questions requires not only novel ideas but also
careful scrutiny of all ideas. Paraphrasing Carl Sagan, it is the ruthless skeptical scrutiny of all
ideas that sets truth from nonsense [6].

The scrutiny of an idea requires replication of prior studies. Replication refers to purposeful
repetition of prior studies to either confirm or disconfirm their findings [7]. If a hypothesis or the-
ory is to be grounded in reality, the observations that the hypothesis or theory is based on must
be replicable. Despite being known as the cornerstone of science, replications of prior studies are
rarely attempted by researchers. Concerns regarding low replication rates received great attention
in fields such as biology, medicine, economics, and psychology [8–12]. In the early 2010s, Begley
and Ellis [8] attempted to fully replicate 53 highly cited cancer trial studies but only achieved a
success rate of 11%. Similarly, Brian Nosek and 269 co-authors [9] attempted to replicate a total
of 100 high-profile psychological publications but found that statistically significant effects could
not be reproduced in 61 of the 100 studies. Such findings fully kicked off the replication crisis in
science. Investigations of replications of different fields followed up, and most findings indicated
that replication rates were extremely low. In addition, researchers in many fields rarely conducted
replication studies for various reasons. For instance, Makel and Plucker [10] studied the replica-
tion rate of the top 100 educational journals ranked by 5-year impact factor but found that only
0.13% of published educational studies were replication studies. Surprisingly, 63.7% of all identified
replication studies were conducted by the authors of the study being replicated. Moreover, 82% of
the same-author replication studies successfully supported their predicted results. Hyperaccuracy
like this is likely due to reasons such as inherent bias in research design, collecting data until the
desired results emerge, and eliminating data that fail to support the hypothesis [10, 13].

Computing education shares similarities with other educational fields but also bears some signif-
icant differences. A noticeable similarity is the reliance on randomized-controlled experiment and
quasi experimental design [14]. As in other educational fields, computing education researchers
use randomized-controlled or quasi experiments for their research studies. As it is pointed out
by Makel and Plucker [10], such experiments, including meta-analysis of randomized-controlled
experiments, suffer from limitations such as post hoc hypothesizing with known results and pub-
lishing only positive results.

One difference from other fields is that computing education, as an interdisciplinary field, bor-
rows heavily from different disciplines such as human-computer interaction (HCI) and software
engineering [15]. HCI and software engineering have a clearer emphasis on replication than most
educational fields [15]. For instance, the review guidelines of the Conference on Human Factors
in Computing Systems (CHI) [16] state the following:

“Novelty is highly valued at CHI, but constructive replication can also be a sig-
nificant contribution to human-computer interaction, and a new interpretation or
evaluation of previously published ideas can make a good CHI paper.”

As such, it is possible that the influences of HCI and software engineering lead to more repli-
cation studies in computing education than in other educational fields. However, evidence on this
effect has yet to be established.
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The most important difference between computing education and other educational fields lies
in the publication channels. Only journals with high impact factors are considered premium pub-
lication channels by most educational fields [10]. In contrast, both journals and conference pro-
ceedings in computing education serve archival purposes, and both venues are deemed equally
important.

Despite these differences between computing education and other fields, no systematic investi-
gation on replication has been conducted so far for computing education. Ahadi et al. [17] surveyed
73 computing education researchers and found that they valued novelty the most. Although par-
ticipants of the survey agreed that published research should be verified, they were reluctant to
perform such research themselves. However, the extent to which this study’s survey results can be
generalized is still unknown. To fill this gap, this study investigates the replication rate of comput-
ing education research in the past decade. The results of this study contribute to a comprehensive
understanding of replication in computing education research and emphasize the importance of
publication guidelines that support replication studies.

2 DEFINITIONS OF REPLICATION

Replication refers to purposeful repetition of prior studies to either confirm or disconfirm their
findings [7, 18]. The purposes of replication include the following:

—Controlling for fraud or artifacts
—Controlling for sample or statistical errors
—Assessing a hypothesis or theory from prior studies
—Testing the generalizability of a hypothesis or theory.

Lykken [19] first proposed three types of replications based on researcher interest in conducting
empirical studies. The proposed three replication types include literal, operational, and construc-
tive replications:

—A literal replication is an exact duplication of a prior study, including sampling techniques,
experiment design, controls of the context, sample composition, measurement, and data
analysis.

—An operational replication refers to an effort to duplicate the sampling techniques and ex-
periment procedures of a prior study.

—A constructive replication refers to the effort to test prior findings using different exper-
imental designs, measurements, and data analysis techniques that are more robust than
prior studies.

It is worth noting that a literal replication of a prior study is almost impossible even for the
same authors, because of the unavoidable differences between samples [10]. Schmidt [7] further
simplified the duplication classification of Lykken [19] by eliminating the literal duplication and
renaming the other two types as direct and conceptual replications:

—Corresponding to operational replication, direct replication refers to research efforts that
stick to the same sampling techniques and experimental procedures.

—In contrast, conceptual replications correspond to constructive replication, which aims at
both checking prior findings and overcoming limits of prior studies.

Schmidt’s replication classification system was used more widely than that of Lykken [10]. To
be consistent with studies investigating replication in other fields [e.g., 9, 10], we adopted the
replication classification of Schmidt [7] in this study.
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3 RESEARCH QUESTIONS

The research questions that guided this study include the following:

(1) What is the proportion of replication studies in computing education research publica-
tions?

(2) To what extent do replication studies in computing education successfully replicate prior
findings?

(3) What is the research topic focus for replication studies in computing education?

4 METHOD

To answer the first research question, What is the proportion of replication studies in computing

education research publications?, we collected papers from three major conference proceedings
and two major journals in computing education between 2009 and 2018. The three computing
education conferences included the following:

• Special Interest Group on Computer Science Education Technical Symposium (SIGCSE)
• International Computing Education Research Conference (ICER)
• Conference on Innovation and Technology in Computer Science Education (ITiCSE)

The two computing education journals included the following:

• ACM Transactions on Computing Education (TOCE)
• Computer Science Education Journal (CSEJ)

The included five publication venues are among the most selective and impactful in comput-
ing education research. The three conferences published 185 papers annually between 2009 and
2018.1 The average acceptance rate of the three conferences between 2009 and 2018 was 34%. The
calculation was performed by averaging 30 acceptance rates from the three conferences between
2009 and 2018.2 The two journals published about 40 papers annually and tended to be even more
selective than the three conferences. The number of articles from the five venues surpassed 2,200
between 2009 and 2018. As a result, we believe that the collected articles are representative of
computing education research.

To estimate the replication rate, we used the search term replicat[a − z]∗ to identify articles
containing replicate, replicating, replicated, or replication at least one time. For each study, the term
was searched against the whole article, including the title, keyword, abstract, and body. The true
replication studies were further manually filtered from such articles. This method was used by
many prior studies investigating replication rates [e.g., 10, 20, 21]. The manual filtering process was
conducted by three raters, including two trained graduate students and one experienced computing
education researcher. Two raters were tasked to conduct the first round of filtering. If there was
a difference between the ratings on one study, a third rater would further discuss with the two
raters and they would make a final decision collectively. The interrater reliability (Cohen’s kappa)
for this step was 0.96.

To answer the second research question, To what extent do replication studies in computing edu-

cation successfully replicate prior findings?, each identified replication study was further analyzed
in terms of

1The three conferences published 777 papers in 2018. Computing education as a field is growing rapidly.
2Different from other years, ITiCSE 2018 Working Group papers had a different acceptance rate from ITiCSE 2018 pro-

ceedings. As a result, the acceptance rate of ITiCSE 2018 Working Group papers was excluded from the calculation.
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• whether it is a direct or conceptual replication,
• whether its findings are consistent with the replication target,
• whether it was conducted by the same authors as the replication target (having at least one

overlapping author), and
• what methodology it adopts (i.e., quantitative, qualitative, or mixed method).

Similar to the manual filtering process described previously, the analysis was conducted by the
three trained raters. Two raters were tasked to conduct the first round of analysis. If there was
a difference between the ratings on one study, a third rater would further discuss with the two
raters and they would make a final decision collectively. The average interrater reliability (Cohen’s
kappa) of the four analysis items was 0.88.

To answer the third research question, What is the research topic focus for replication studies in

computing education?, the computing education research topic classifications proposed by Sheard
et al. [22], Valentine [23], and Pears et al. [24] were synthesized, which yield a union of 18 topics
in total. A few examples from the synthesized topic classification include Learning & Teaching
Strategies, Assessment, and Learning Behavior. The synthesized topic classification was further
applied to identify the topics of the replication studies. Like the manual filtering and replication
analysis, the topic classification was conducted by the three trained raters. Two raters were tasked
to conduct the first round of classification. If there was a difference between the ratings on one
study, a third rater would further discuss with the two raters and they would make a final decision
collectively. The interrater reliability (Cohen’s kappa) was 0.86.

5 RESULTS

5.1 Replication in Computing Education Publications

To answer the first research question What is the proportion of replication studies in computing

education research publications?, a total of 2,269 articles from SIGCSE, ITiCSE, ICER, TOCE, and
CSEJ were collected as our dataset. The dataset was analyzed using the term replicat[a − z]∗ (i.e., a
regular expression describing variants of the word replication). A total of 370 articles in our dataset
contained at least one occurrence of the term in either the title or the body of the article. Of these,
316 were identified as nonreplication studies through subsequent manual analysis. These studies
had verbiage on replication, but most of them were simply stating the needs for replication of their
own findings. Therefore, only 54 studies (2.38% of the dataset) were identified as true replication
studies.

The overall replication rate of the five venues between 2009 and 2018 was 2.38% (54 articles).
It is worth noting that the rate of replication studies has been increasing over time. For example,
no articles in 2009 were identified as replication studies, whereas 3.1% of the articles published in
2018 were replication studies (Figure 1).

The average replication rate of computing education conferences (2.42%) is slightly higher than
computing education journals (2.12%). The two journals (TOCE and CSEJ) published 330 studies
between 2009 and 2018, of which 7 studies were identified as replication studies. In comparison,
the three conferences (SIGCSE, ICER, and ITiCSE) published 1,939 studies between 2009 and 2018,
of which 47 studies were identified as replication studies.

5.2 Replication Studies by Methodology, Replication Type, and Authorship

To answer the second research question, To what extent do replication studies in computing

education successfully replicate prior findings?, we classified all identified replication studies
by the adopted methodology (quantitative, mixed, and qualitative), replication type (direct vs.
conceptual), and authorship (same vs. different).
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Fig. 1. Overview of replication studies from 2009 to 2018.

Table 1. Replication Studies by Methodology, Replication

Type, and Authorship from 2009 to 2018

Methodology Total Success Mixed Failure
Quantitative 40 27 (68%) 9 (22%) 4 (10%)

Mixed 10 5 (50%) 5 (50%) 0 (0%)
Qualitative 4 2 (50%) 2 (50%) 0 (0%)

Replication Type Total Success Mixed Failure
Direct 13 7 (54%) 3 (23%) 3 (23%)

Conceptual 41 27 (66%) 3 (7%) 11 (27%)
Authorship Total Success Mixed Failure

Same authors 18 13 (72%) 1 (6%) 4 (22%)
Different authors 36 21 (58%) 5 (14%) 10 (28%)

Of all 54 replication studies, 24% were direct replications and 76% were conceptual replications.
Thirty-four (63%) studies successfully replicated the original findings, whereas the rest reported
failures or mixed results in their attempted replications.

When we grouped studies by the adopted methodologies (quantitative, mixed, and qualitative),
it was evident that the majority of replication studies (74%) were quantitative. In contrast, 18.5%
of replication studies used mixed methods, and only 7% were qualitative studies.

When we grouped studies by replication type (direct vs. conceptual), no clear patterns emerged
in terms of the replication success rate. However, a clear pattern emerged when we grouped studies
by authorship (same vs. different). When a replication study was conducted by the same authors,
the replication success rate was 72% and the failure rate was 22%. In contrast, the success rate
dropped to 58% and failure rate increased to 28% when all authors of a study were different from
the authors of the study they were attempting to replicate (Table 1). This finding confirmed the
same-author bias found in other fields [e.g., 9, 10].

5.3 Research Topics and Contexts in Replication Studies

To answer the third research question, What is the research topic focus for replication studies in

computing education?, we classified all identified replication studies by both their topics and con-
texts. All identified replication studies were mapped to the synthesized computing education re-
search topic classification. It is possible for one study to be mapped to more than one topic. For
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Fig. 2. Identified replication studies in computing education by topics.

instance, the study titled “Self-Efficacy, Cognitive Load, and Emotional Reactions in Collaborative
Algorithms Labs—A Case Study” by Toma and Vahrenhold [25] was mapped into three topics, in-
cluding (1) Learning & Teaching Strategies, (2) Assessment, and (3) Learning Theory. All covered
topics are presented in Figure 2. Replication studies fell into the following top five topics:

• Learning & Teaching Strategies
• Assessment
• Learning Behavior
• Learning Theory
• Performance prediction

The identified top topics of replication studies aligned with the general trend of leading topics
in computing education [26, 27].

Additionally, we also mapped all identified replication studies by research context. Five exclusive
contexts were summarized, and each individual study fell into only one context:

• K-12: Computing education in K-12 contexts
• CS1: Computing education at the college level with exclusive focus on CS1
• Undergraduate: Computing education at the college level in general, with no focus on CS1
• Graduate: Computing education at the graduate level
• Others: Computing education in other contexts, such as in the workplace or among faculties.

The ratio comparison of the contexts is presented in Figure 3. It is worth noting that the ma-
jority of replication studies fall into the context of undergraduate computing education. Only six
replication studies were in the context of K-12 computing education.

6 DISCUSSION

Our work sought to investigate the replication rates in computing education by surveying all
publications from three major conferences and two major journals in this field between 2009 and
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Fig. 3. Identified replication studies in computing education by context.

2018. We discovered that the overall replication rate was 2.38% (54 of 2,269 articles). Although
a comprehensive replication rate cannot be found for many other scientific domains, this low
replication rate of computing education is similar to psychology, business, and biology (1%–3%)
[21, 28, 29].

However, it is worth noting that this rate is substantially higher than the reported overall repli-
cation rate of the top 100 journals ranked by impact factors (0.13%) in general education [10]. Even
if only journals are considered, computing education has a noticeably higher replication rate than
general education. The average replication rate of two major computing education journals (TOCE
and CSEJ) between 2009 and 2018 was found to be 2.12%. This difference could be due to the fact
that the replication rate of educational journals was reported before 2010 when less attention was
paid to positive bias and scientific fraud. The difference could also be attributed to the practice
of computing education researchers incorporating HCI and software engineering perspectives in
their work, which in turn leads to adopting the emphasis on replication to computing education
[e.g., 12, 30].

It is worth noting that the majority of identified replication studies were quantitative in na-
ture. Only 4 studies in our dataset were qualitative, and only 10 studies used mixed methods.
Considering that qualitative methods are widely used in computing education studies, this find-
ing is surprising. Prior studies that attempt to classify computing education estimated that about
30% to 40% of the published studies adopted qualitative methods [26, 27, 31]. Several reasons may
contribute to the extremely small number of qualitative studies being replicated in computing ed-
ucation, including (1) the lack of awareness among qualitative researcher in computing education
in the importance of replication, (2) many qualitative computing education studies did not provide
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sufficient information for their studies to be replicated, and (3) the belief that qualitative studies
only serve the goal of providing contextualized understanding for unique study cases [32, 33].

Our findings further confirmed the findings in psychology and general education on same-
author bias [e.g., 10, 21]. When there was no overlap in authorship, the replication success rate
dropped substantially (from 72% to 58%). On one hand, the same-author replications might benefit
from the experience and knowledge of conducting the same experiment once before, which
contributes to further success. On the other hand, the difference may indicate the existence of
potential bias or influences of uncontrollable environmental factors. Therefore, the repetition
of similar findings from same authors in computing education research may deserve further
investigation.

Additionally, we would like to highlight two key findings on the replication study topics. First,
despite retention being studied intensively in the past decade, only four replication studies were
found focusing on this topic. This finding is not about doubting the documented retention efforts.
However, replication on this topic is critical to understanding what retention strategies or inter-
ventions can be generalized. This understanding is important for widespread adoption of effective
strategies. Without replication, it is difficult to achieve the goal. Second, only six studies in our
dataset were identified as replication studies conducted in the context of K-12 computing educa-
tion. The expansion of computing education into K-12 has gained tremendous momentum in the
past decade, and research in this context also gained increasing attention. However, compared to
undergraduate computing education research, more replications are needed to confirm the gener-
alizability of findings in the K-12 context.

The following sections will discuss the limitations of this study, challenges and opportunities in
conducting replication studies in computing education, and policies that encourage more replica-
tion studies.

6.1 Limitations

This study is not without limitations. If an article is not framed as a replication study (i.e., using
words such as replicate, replicating, replicated, or replication), we did not count it as a replication
study. Some authors might conduct a replication study but not explicitly specify the intention.
Such articles were excluded from the counting using the research method of this study. Although
we made an effort to search for replication studies that avoided using the terms, we did not identify
any. Without explicit clarification of the intention, a replication study may greatly limit readers of
interest to make connections between studies answering the same (or similar) questions. Future
research may consider an in-depth analysis of a smaller amount of articles on trending topics,
which can give a more accurate estimate of the percentage of the implicit replication studies.

The counting of paper numbers may not accurately reflect the quantity of actual published
research articles in the included conference proceedings (SIGCSE, ITiCSE, and ICER). The three
major computing conference proceedings include various types of scholarly products, such as full
papers, panels, student research competition, and doctoral consortium. To filter nonresearch prod-
ucts, only full papers were counted and examined from the conference proceedings. However, some
of the full papers were experience reports, which describe computing education interventions and
provide reflections on their efficacy [34]. Experience reports are not considered research papers,
but there is no easy way to tell if a full paper is a research article or an experience report. As
result, the total counts of research articles might be inflated, which may further lead to an under-
estimation of the replication rate. If computing education conferences can make a clear difference
between full research articles and experience reports in the future archival process, it will help to
better gauge the replication rate of the field. The distinction between research articles and experi-
ence reports may also help researchers new to this field to more easily navigate the literature.
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Additionally, computing education conferences with shorter history or smaller scales (e.g., Koli
Calling and Australasian Computing Education Conference) were not included in the counting
of replication studies, given that they published significantly fewer computing education studies.
The exclusion of such venues may limit the representativeness of this study. Future studies may
consider an evaluation of the quality and replication rates of such venues.

6.2 Challenges of Conducting Replication Studies

Not all computing education researchers support replication studies. Many researchers have ex-
pressed hesitation in conducting replication studies because they believed that (1) the value of
original works is more significant than replication studies or (2) original works carry more weight
in determining promotion [17]. These beliefs are associated with the observation that few repli-
cation studies have been published and the expectation that researchers will focus on novelty.
Although replication is not a panacea to all research problems, dismissing replications reflects a
deep misunderstanding of science and a bias toward novelty over truth [10, 35]. Science is self-
correcting at an extremely slow pace. Without deliberately replicating and checking important
works, the self-correction may be random and even slower. If computing education research is to
be used for establishing robust policy and practice guidelines, deliberate replication and winnow-
ing are essential to guarantee the reliability and stability of research findings.

Some computing education researchers have expressed doubts about the necessity of replica-
tions due to the highly contextualized nature of their research [17]. Although computing edu-
cation research bears significant differences from general education research, the research does
share many similarities. The nature of high contextualization is a feature shared by all educational
studies. Factors specific to student demographics, classroom climate, and institutional culture defi-
nitely play roles in any empirical educational studies [35]. As a result, it is important to verify if the
detected effects are mainly due to such contextualized factors through replications. If a replication
failure happens, and the failure is mainly due to uncontrollable environmental factors, the fragility
of the original findings needs to be recorded and discussed. In other words, replications can help
computing education as a field avoid the risk of disseminating overgeneralized or oversimplified
findings.

6.3 Policies That Encourage Replications

The need to increase replication studies is urgent given the low replication rate of computing edu-
cation research. Different solutions have been proposed in other fields, such as biology, medicine,
and psychology. Among the various proposed solutions, we would like to highlight four of them
that have the potential of benefiting computing education:

• Editorial and review policies could be revised to explicitly encourage replication studies.
• A crowd-sourcing project that tracks replication studies is needed.
• A healthy environment of replication studies needs to be cultivated and maintained.
• An ongoing discussion on what merits replication is needed.

First, editorial and review policies could be revised to explicitly encourage replication studies.
Multiple major journals and conferences in other fields have initiated this change [36]. Confer-
ences, as an important publication venue of computing education, may consider similar strategies,
such as reserving a dedicated section for replication studies or setting explicit review guidelines
to encourage submissions of replication studies. Reviewers may lack the knowledge of replica-
tions or not be aware of their value, especially direct replications. More elaborate review guide-
lines may help educate reviewers about the value of replication studies and see the difference be-
tween direct and conceptual replication studies. The Association for Computing Machinery (ACM)
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recently published Artifact Review and Badging, which described a review process and badge sys-
tem that emphasizes replicable and reproducible research [37]. If computing education conferences
or journals can adopt this review process, it is likely to promote the integrity of the whole com-
puting education research ecosystem. It is worth noting that despite the emphasis on replicable
and reproducible research, ACM Artifact Review and Badging does not attempt to give proper
credits to replication studies or directly address the difficulty in publishing replication studies. To
enhance replicability and reproduciblity of a research field, the encouragement of replication stud-
ies is inevitable. As an example, ICER has explicitly encouraged replication studies in its Call for

Participation [38]. If other publication venues in computing education can follow this direction, it
will help change the culture that emphasizes originality over credibility.

Second, a crowd-sourcing project that tracks replication studies is needed. If a small group of
interested computing education researchers can contribute to a Wiki-based service dedicated to
recording replication studies, it will help more researchers easily see what effects can be repro-
duced and provide effective guidance for practitioners who want to improve the efficacy of student
teaching and learning. The U.S. Department of Education’s Institute for Education Science has an
initiative called What Works Clearinghouse (WWC), which selects studies by standards such as
effect size, sample size, and whether it is a randomized-controlled experiment [14]. The initiative
helps to filter out a subset of high-quality studies. However, even a randomized-controlled study
with significantly large effect size may still suffer from various limitations [39]. In addition, most
studies do not have access to meet the sample size criteria of WWC, but that does not mean that
such studies were poorly conducted. Although it is arguably important that experiments have high
statistical power to detect nontrivial effects, statistical power should not determine outcomes on its
own. For example, many studies tend to reject the likelihood of an effect due to the lack of a large
sample (i.e., a false negative—Type II error), whereas many other studies tend to confirm negligible
effects simply because they are statistically significant (i.e., a false positive—Type I error). In both
of those examples, study contexts should matter more than just results alone. Properly conducted
studies with nonsignificant results should still be considered as valuable. Therefore, the efforts of
WWC will be sufficiently complemented if domain-based educational research (e.g., computing
education research) can initiate crowd-sourcing projects that track replication efforts.

Third, a healthy environment of replication studies needs to be cultivated and maintained. A
replication, despite of its results, should “neither cement or condemn the original findings” [10].
An individual study by itself may lack the stability to fully verify or reject the original findings.
Many replications conducted in a timely manner can better inform the studied research question.
Most importantly, a replication failure should not be interpreted as a signal of fraud or research
misconduct. Various reasons can contribute to unreplicable findings of a study, such as experiment
design flaws, uncontrollable environmental factors, and mistakes in data analysis. That being said,
computing education, moving forward as a field, needs to constantly winnow the true from the
false, and weed out narrow findings. An environment that allows mistakes and being wrong is
essential for replications.

Finally, an ongoing discussion on what merits replication is needed. Similar discussions have
been ongoing in other fields, such as psychology and general education. Different fields tend to
emphasize different aspects of replications. From an intellectual aspect, Hunt [40] recommended
that studies that lack robust methodology or bear design flaws deserve replications. From a practi-
cal aspect, Makel et al. [21] recommended optimizing resources devoted to research and focusing
on studies that have great potential in impacting policies and practice. One of the selection crite-
ria could be the number of citations. More field-specific aspects should be considered other than
intellectual and practical aspects, such as the most important research questions and critical needs
of a field. Five areas have been identified as the most important in computing education, including
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broadening participation, computing in K-12, computing in STEM education, students and learn-
ing issues, and tools [5]. As this study found, replication studies in some areas, such as computing
in K-12 and computing in STEM education, were very rare in the past decade. The importance of
the research topic and the rarity of replications both contribute to the necessity of replications
in such areas. Furthermore, computing education, as a younger field, faces challenges such as in-
creasing research student numbers and effectively training students. Replication may serve as a
good entry point for students to gain hands-on research experience. In that case, we could satisfy
the needs for replication studies and benefit students at the same time.

7 CONCLUSION

Replication is a core principle of the scientific method. This study reveals that computing ed-
ucation, like many other fields, suffers from an overall low replication rate through systematic
investigation. The 2.38% overall replication rate of computing education research is higher than
journals in general education (0.13%) but similar to psychology, business, and biology (1%–3%).

When we analyzed the identified replication studies by venues and authorship, we confirmed
some findings from other fields but also reached some findings unique to computing education
research. The same-author bias found in other fields was confirmed in computing education re-
search. When a replication study is conducted by the same author(s) rather than different authors,
the success rate goes up from 58% to 72%. Although computation education journals in general
tend to have a higher requirement for accepted papers than conferences, that does not render a
noticeable difference on the replication rate between computing education journals and confer-
ences. The replication rate of computing education conferences (2.42%), although slightly higher,
is almost the same as computing education journals (2.12%).

When we analyzed the identified replication studies by adopted methodology and context, we
reached some findings that are worth noting by all computing education researchers. Qualitative
methods are common in published computing education research, but only four identified replica-
tion studies were qualitative in our dataset. Similarly, computing in K-12, as a key area of comput-
ing education, had almost no replication studies being identified in our dataset. More replication
studies are essential to move the field forward, especially where replication is extremely lacking,
such as studies adopting qualitative methods and studies in computing in K-12. If computing ed-
ucation research is to be relied on for establishing policies and practice guidelines, we need both
initiatives that encourage replication studies and the involvement of more computing education
researchers.

APPENDIX

The summary of identified replication studies in computing education can be accessed at https://
github.com/Neo-Hao/replications-in-computing-education. The information of the summary in-
cludes the following:

• Publication information
• Studied topics
• Study contexts
• Shared authorship with replication targets
• Replication types
• Results compared to replication targets

Here is the list of the identified replication studies:
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