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The term self-deception describes the puzzling situation in which a person 
appears both to know and not know one and the same thing. Consider 
as an example a cancer patient who maintains the expectation of recov- 
ery even while surrounded by the signs of an incurable malignancy. 
Presumably this patient knows unconsciously that the disease is incur- 
able, but manages to prevent that knowledge from becoming conscious. 
Interestingly, one uf the reasons for concluding that the patient uncon- 
sciously knows of the incurable malignancy is the very success of the 
defense. How could that defense be maintained so effectively without 
using knowledge of the unwelcome fact to anticipate the forms in which 
it might try to intrude into consciousness? 

THE PARADOX OF SELF-DECEPTION 

The sense in which this example is puzzling, or paradoxical, is shown in 
Fig. 3.1. Some encountered situation, or stimulus, is assumed to receive 
both unconscious and conscious analyses. The unconscious analysis, 
which is assumed to occur first, identifies a threatening, or anxiety- 
evoking, aspect of the stimulus. In Fig. 3.1, the anxiety-evoking stimulus 
is represented as some proposition, p-such as, "I have a terminal ma- 
lignancy." Conscious analysis, however, fails to apprehend this proposi- 
tion. 

There are three puzzling aspects of this situation. First, how can the 
person manage unconsciously to reach the conclusion that proposition p 
is true while not also reaching that conclusion consciously? Second, 
what good does it do for the person not to know consciously that p is 
true? Should it not produce anxiety just to know unconsciously that p is 
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Stimulus 

REPRESENTATION: 

Unconscious Fl-Fl 

1. How does the person both know and not know p? 
2. What good does it do not to know p consciously? 
3. Why is the faster, more accurate, system unconscious? 

FIG. 3.1. The paradox (or puzzle) of self-deception. In this and other figures 
in this chapter, theorized stages of cognitive analysis are represented by 
rectangles, representation outputs are represented by ovals, and observable 
events (stimuli and responses) are identified leading to or emerging from 
these entities. In this figure, a proposition and its negation are represented 
as p and -p, respectively 

true? Third, and most puzzling of all, why does the unconscious system 
give both a faster and a more thorough analysis than the conscious 
system: Would it not be sensible to have one's most acute cognitive 
abilities available to consciousness? 

Interest in Self-Deception 

Self-deception has attracted the interest of scholars of several different 
disciplines, and for several different reasons. For clinical psychologists 
and psychiatrists, self-deception is seen as a means of protection from 
painful knowledge (Murphy, 1975; Sackeim & Gur, 1978; Schafer, 1976). 
At the same time, it seems a strangely cumbersome method of defense. 
That is, it appears to create more problems for the psyche than it can 
possibly solve. How, therefore, can it protect? From this clinical perspec- 
tive, understanding self-deception has implications for the conduct of 
psychotherapy. 

For cognitive psychologists and philosophers (e.g., Fingarette, 1969), 
self-deception is seen as a paradoxical condition of knowledge. How 
does a knowledge system accommodate an apparent internal contradic- 
tion? From this epistemological perspective, achieving an understand- 
ing of self-deception will shed light on the organization of human 
knowledge. 
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For ethologists, self-deception is seen as a strategy that could provide 
an advantage in animal social interaction (e.g., Lockard, 1980; Trivers, 
1985). By unconsciously deceiving itself, an animal might become a more 
effective deceiver of others. From this perspective, the investigation of 
self-deception might justify placing the psychological concept of the 
unconscious under the explanatory umbrella of sociobiology, making it a 
topic within the emerging subdiscipline of evolutionary psychology. 

The intellectual perspectives of clinical psychology, psychiatry, cogni- 
tive psychology, epistemology, and sociobiology collectively yield a set 
of questions that might be answered by a successful analysis of self- 
deception. First, and most fundamentally, how is self-deception to be 
conceived of in terms of knowledge organization: If it requires uncon- 
scious cognition, how does that unconscious cognition relate to con- 
scious cognition? Second, what is the function of self-deception: What 
psychic gain results from the combination of knowing something uncon- 
sciously while not knowing it consciously? Third, how common is self- 
deception: Is it an ordinary phenomenon of everyday life, or is it an 
exotic, even pathological phenomenon? And fourth, what empirical cri- 
teria can be used to identify self-deception: How can it be studied in the 
laboratory? 

The theoretical analysis used in this chapter addresses these four 
questions and, in doing so, describes two theoretical alternatives to the 
paradox-laden psychoanalytic account of defenses against cognitive 
threat. One alternative borrows from cognitive psychology the well- 
established paradigm of an ordered series of stages, or levels, of informa- 
tion processing. The second theoretical account uses the newer paradig- 
matic approach of parallel distributed processing, or neural network modeling. 
Both of these theoretical approaches allow nonparadoxical interpreta- 
tion of effective cognitive defenses.' 

Previous Analyses 

The most thorough intellectual analysis of self-deception was provided 
by philosopher Herbert Fingarette in the 1969 book Self-Deception. Fin- 
garette sought to develop a paradox-free account of self-deception. Ulti- 
mately, Fingarette's attempt to avoid paradox must be judged unsuccess- 
ful. Nevertheless, Fingarette's review and analysis advanced the topic 
considerably, and provided a stimulating entry point for researchers. 
Notable among subsequent researchers were Gur and Sackeim (1979; 
see also Sackeim & Gur, 1978), who provided a careful statement of the 

'The earlier version of this chapter (Greenwald, 1988b) dhscribed how the first of these 
two approaches (information-processing stages) could produce a nonparadoxical account 
of apparent selfdeceptions. The second approach (network modeling) is newly included 
in the present chapter. 
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self-deception paradox and offered a laboratory procedure for its investi- 
gation. 

Fingarette's (1969) Analysis. Fingarette started by criticizing pre- 
vious attempts by philosophers to analyze self-deception, and con- 
cluded that previous attempts to resolve the paradox of self-deception 
either (a) had not addressed themselves to the proper phenomena of 
self-deception, or (b) rather than resolving the paradox, had merely 
portrayed it in a "variant form." Fingarette's own analysis went part of 
the way toward a solution, but unfortunately did not escape reintroduc- 
ing the paradox. This reintroduction occurred in the form of an unnamed 
mechanism that analyzes the true (threatening) import of circumstances 
and, on the basis of the knowledge so obtained, purposefully prevents 
the emergence into consciousness of both the threatening information 
and the defense against it. 

Fingarette's unnamed mechanism was capable of inference and inten- 
tion in a way that required sophisticated symbolic representation. Yet 
Fingarette assumed that this mechanism operated outside of the ordi- 
nary machinery of inference and symbolic representation-that is, out- 
side of conscious cognition. The paradoxical aspects of Fingarette's un- 
named mechanism seem indistinguishable from the paradoxical aspects 
of Freud's censor (the agency of repression). For Freud, the censor oper- 
ated from a base within the conscious ego, and although it appeared to 
have ego's reasoning powers, nevertheless was assumed to operate 
without ego's consciousness (Freud, 192311961). The three questions in 
Fig. 3.1, which define the paradox of self-deception, apply as much to 
Fingarette's analysis as to Freud's. 

Cur and Sackeim's (1979) Analysis. In seeking to demonstrate 
the paradoxical character of self-deception, Gur and Sackeim (1979) 
adapted a voice-recognition task that had been developed about a half- 
century earlier by Wolff (1932; see also Huntley, 1940). In this task, after 
making recordings of samples of their own voice, subjects were asked to 
judge whether each of a series of played-back samples was or was not 
their own voice. The critical evidence comes from examining the rela- 
tionship between occurrences of skin conductance response (SCRs) and 
overt verbal identification responses to the voice stimuli. The SCR is 
assumed to indicate unconscious own-voice recognition, whereas verbal 
identification indicates conscious recognition. Self-deception is judged 
to occur when the SCR occurs on an own-voice trial, yet the subject fails 
to identify the voice as self. 

Why are such trials paradoxical? It is not simply that the SCR and 
verbal response appear to disagree. That disagreement could be ex- 
plained nonparadoxically (and not very interestingly) by assuming, for 
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example, that the skin conductance system is more prone to error (per- 
haps by influence from stray events), or that it is susceptible to sources 
of error that differ from those that disrupt verbal identification. The 
response disagreement becomes interestingly paradoxical, however, 
when one concludes that the SCR reflects an unconscious own-voice 
identification that plays a role in the purposeful blocking of conscious 
identification. It is therefore relevant that Gur and Sackeim demon- 
strated a correlation between individual differences in voice identifica- 
tion accuracy and scores on a Self-Deception Questionnaire measure, 
suggesting a motivated blocking of conscious voice recognition that is 
initiated by a knowing observer operating outside of conscious cog- 
nition. 

Resolving the Paradox by Changing Assumptions 

The Assumption of Personal Unity. Paradoxes stimulate theoreti- 
cal advance by making it apparent that there is a troublemaker lurking 
somewhere among one's theoretical assumptions. One candidate trou- 
blemaker, in the case of the self-deception paradox, is the assumption of 
personal unity that implicitly underlies much psychological theory (cf. 
Greenwald, 1982). This is the assumption that each person's knowledge 
is organized into a single, unified system. It is the assumption that 
implicitly justifies use of the word individual (i.e., an indivisible entity) to 
refer to the person. Alternatively, it might be assumed that there are 
dissociations within personal knowledge systems (Hilgard, 1977). For 
example, in the case of the voice-recognition task, one might assume 
that the right hemisphere (or some other modular brain subsystem; see 
Gazzaniga, 1985) controls the SCR independently of the left hemi- 
sphere's control of verbal-identification responses. With such an aban- 
donment of the assumption of unity within the knowledge system, dis- 
crepancies between SCR and verbal identification of own-voice stimuli 
are no longer paradoxical-no more than it would be paradoxical for 
two different people to disagree in identifying the same voice. 

Abandoning the assumption of personal unity seems a drastic step. 
At the same time that one gains the ability to explain findings of discrep- 
ancy between response systems, one gives up at least some of the ability 
to explain relationships between response systems-relationships of the 
sort that are heavily appealed to in psychological theory, for example, in 
the influential mediationist behaviorisms of Spence (1956), Mower 
(1960), or Osgood (1953), in the information processing theories of the 
cognitive revolution (e. g., Smith, 1968; Sternberg, 1969), and in cogni- 
tive interpretations of emotion such as those of Schachter and Singer 
(1962) or Lazarus (1984). In the last decade, however, the assumption of 
personal unity has received a substantial indirect attack, in the develop- 
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ment of the concept of parallel distributed processing, or neural network 
modeling (e.g., Rumelhart & McClelland, 1986). 

The Assumption oja  Coordinate Unconscious. There is anoth- 
er possible troublemaking assumption that many will find more easily 
sacrificed than the assumption of personal unity. This expendable trou- 
blemaker is the assumption of a coordinate unconscious-the assumption 
that unconscious and conscious cognition are coordinate, or equivalent 
in power, and therefore capable of the same types of mental operations. 
When the assumption of a coordinate unconscious is abandoned, it 
becomes possible to set unconscious cognition into a multilevel concep- 
tion of mental representations-a conception that readily provides non- 
paradoxical explanations of phenomena to which the self-deception label 
has been attached. 

An attractive alternative to the coordinate unconscious is a conception 
of unconscious cognition that is decidedly weaker in analytic power 
than conscious cognition-a subordinate unconscious. The subordinate 
unconscious assumption is described later after introducing a multilevel 
interpretation of human representational abilities. In the multilevel 
view, with its subordinate unconscious, unconscious cognition contin- 
ues to play an important role in cognitive defense, but that role is served 
by mechanisms that are much weaker in analytic power than is the 
coordinate unconscious of psychoanalytically inspired theories of cogni- 
tive defense. 

THE NONPARADOX OF KNOWLEDGE AVOIDANCE 

This section explains in some detail how cognitive defenses, including 
ones that appear to involve paradoxical self-deception, can be explained 
theoretically without paradox when the assumption of a coordinate un- 
conscious is replaced by the assumption of a subordinate unconscious. 

Levels of Representation 

The cognitive psychological concept of an ordered set of information- 
processing stages (e.g., Smith, 1968) provides the basis for a multilevel 
analysis of mental representations. Figure 3.2 shows a minimal levels-of- 
representation analysis, with just two stages or levels. The first stage 
produces a relatively crude representation of an experienced event. This 
initial representation can control some action directly while providing 
input for a second, higher, level of analysis. The second level, in turn, 
produces its own representation, which can control a different response 
to the event. 
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Unconscious - Analysis 

REPRESENTATION: 

Level-1 
response 

Level-2 
response 

FIG. 3.2. 'ho-stage levels of representation scheme. 

This familiar device of assuming that cognitive analyses occur in se- 
ries or stages, illustrated minimally with two stages in Fig. 3.2, provides 
the basis for replacing the paradoxical concept of cognitive defense by 
self-deception with the nonparadoxical concept of cognitive defense by 
knowledge avoidance. To see how this levels-of-representation analysis 
avoids paradox, consider an analogy: a two-level model of behavioral 
(not cognitive) avoidance for the mundane problem of dealing with the 
contents of one's mailbox. 

Junk-Mail Model of Knowledge Avoidance 

The annoyance of dealing with unsolicited mass mailings-of material 
such as advertisements and requests for funds from various organiza- 
tions-is partly captured by their common designation as "junk mail. 
Fortunately, there are easily perceived cues that warn recipients of the 
likely uninterestingness of an envelope's contents. The postage may be 
lower than the rate for personal letters, the address likely printed by 
machine, the recipients's name given in unusual fashion (e.g., to "occu- 
pant"), and the envelope made from low-quality paper. Certainly many 
people have the habit of discarding, without opening, envelopes that 
provide such warnings. This is a useful avoidance response-one saves 
the time'required to open and read the undesired contents of such mail. 

The two stages of the junk-mail model (see Fig. 3.3) are (a) examining 
the exterior of the envelope, and (b) reading the contents. It is clear that 
the second stage's processing can be avoided by using results from the 
first stage's analysis. In other words, one need not know specifically 
what is inside the envelope to judge that it should be discarded. 

In order to connect junk mail to self-deception, let us return to the 



58 GREENWALD 

Retrieve - envelope 
mail exterior 

envelope I Own I 
REPRESENTATION: 

of contents 

I 
Discard 

+ 
Discard or 

answer 

FIG. 3.3. Junk-mail version of the two-stage model. 

example of the terminally ill cancer patient. Perhaps the patient picks up 
cues indicating that some unwelcome knowledge may be available (like 
seeing the outside of the envelope), and then avoids learning precisely 
what the unwelcome knowledge is (like discarding the letter). There is 
no more paradox in the cancer patient's avoiding sure knowledge of 
terminal illness than there is in the junk-mail recipient's avoiding sure 
knowledge of the contents of an unopened envelope. This analysis, 
which proposes that an avoidance response can be based on partial 
analysis of a stimulus, is a close relative of ones offered previously by 
Allport (1955), Eriksen and Browne (1956), and Kempler and Wiener 
(1963), in their reviews of research on perceptual defense. 

Nonparadoxical Account of 
the Voice-Recognition Experiment 

Figure 3.4 analyzes Gur and Sackeim's (1979) voice-recognition proce- 
dure in terms of levels of representation. In the two-level model of Fig. 
3.4, the SCR is controlled by the first level, which analyzes the acoustic 
features of a voice sample. The SCR may be elicited by voice-spectrum 
features that resemble one's own voice. This sensory-feature-based SCR 
is not equivalent to voice identification any more than examining the 
outside of an envelope is equivalent to reading its contents. Voice identi- 
fication occurs only at the second stage of analysis, perhaps based on 
additional, more complex (paralinguistic) cues, such as accent, speech 
rate, and inflection. As was the case for the two levels of the junk-mail 
model, the two levels of the voice-recognition model involve different 
types of analysis. The second stage requires more complex analysis than 
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Acoustic Paralanguage 
'Oice - / 1 Analysis 1 stimulus 

Analysis 

SCR Voice 
contingent on identification 

features (own or other) 

FIG. 3.4. 'ho-stage model of the voice-recognition experiment 

the first, and it produces a more abstract representation. Because the first- 
stage SCR and the second-stage self-identification can be based on diffvr- 
ent stimulus information, there is no paradox when a first-stage SCR is 
accompanied by nonidentification of own voice at the second stage. 

Levels of Representation Elaborated 

Figure 3.5 expands the two-level model of Fig. 3.2 into a four-level struc- 
ture that is rich enough to account for a broad variety of human cogni- 
tive capabilities (based on Greenwald & Leavitt, 1984; elaborated further 
in Greenwald, 1988a). At the lowest level is sensory-feature analysis-a 
process that is assumed to operate automatically and without leaving 
memory traces-that is, unconsciously. In the model in Fig. 3.5, uncon- 
scious cognition is identified with this first (lowest) level, which does 
not produce representations more abstract than sensory features. The 
placement of a dividing line between unconscious and conscious cogni- 
tion within the series of levels of analysis makes this model one of a 
subordinate, rather than a coordinate, unconscious. The second level 
identifies objects and accesses word meanings. The third level encodes 
verbal information into propositional representations (i.e., sentence 
meanings). The fourth and highest level uses stored conceptual knowl- 
edge to generate inferences from the third level's propositional repre- 
sen ta t ion~ .~ ,~  

21n the more detailed development of this analysis (Greenwald, 1988a), the second 
level is split into two functions-object identification and categorization-that cart be 
treated as separate levels. 

3No attempt has been made in this chapter to relate the hypothesis of a series of 
cognitive stages of analysis, as in Fig. 3.4, to theorization concerning neural apparatus that 
could support such function. However, modern theorization concerning the orienting 
reflex (e.g., in the tradition of Sokolov, 1963) provides a conception of central nervous 
system organization that is quite compatible with the c~lgnitive distinction hetween pre- 
attentional (unconscious) and attentional (conscious) levels. 
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(UNCONSCIOUS 
LEVEL) 

(CONSCIOUS LEVELS) 

REPRESENTATION: a 
F I G .  3.5. Four-level model of cognition. 

"Self-Deception" a s  Avoidance of Inference 

In the example of unawareness of terminal cancer, critical processing 
occurred at Figure 3.5's third level-the level at which events are an- 
alyzed in terms of propositions such as "The doctor said they removed 
all of the tumor." After that processing occurs, it is still necessary to use 
the fourth level-the level of reasoning from conceptual knowledge-to 
draw inferences such as "The doctor didn't tell me to expect complete 
recovery. That means my chances aren't so good." By not going beyond 
the third level-by not drawing inferences-one avoids an unwelcome 
conclusion. That is, cognition does not proceed to the level of identify- 
ing the threat specifically-the unwelcome news remains unknown. 
This avoidance of a painful conclusion differs fundamentally from the 
paradoxical self-deception of Fig. 3.1. In the self-deception analysis, the 
painful conclusion is simultaneously known (unconsciously) and not 
known (consciously). By contrast, in the avoidance analysis, the painful 
conclusion is not known at either a conscious or unconscious level. 

In addition to providing an account of apparent self-deception associ- 
ated with terminal illness, the cognitive-defense-by-avoidance-of-infer- 
ence analysis applies to daily acts of avoidance that everyone must en- 
gage in routinely. Every time we hear news of personal risks-such as 
diseases associated with foods we eat (such as ckffeine or eggs), or 
accidents associated with behavior in which we engage (flying or driv- 
ing), or of possible local hazards (such as crime, earthquake, flood, or 
toxic waste spill), or even of global threats (such as terrorism, ozone 
depletion, or catastrophic nuclear reactor failure)-we can infer that our 
well being is threatened. However, most of us spend little time contem- 
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plating such threats. The analysis of this avoidance is quite similar to 
that of the terminally ill cancer patient. Our avoiding the unwelcome 
conclusion that we will fall victim to one of numerous threats may be 
credited to habits of interrupting trains of thought that lead to unpleas- 
ant conclusions (cf. Dollard & Miller, 1950). Of course, not all people 
avoid drawing frightening conclusions about their personal vulnerabil- 
ity. But, then, neither do all terminally ill patients avoid drawing the 
conclusion that they are dying. 

Avoidance of Inference by Drawing 
Alternative Inference 

Consider a possible example of cognitive defense that received much 
publicity in 1991, when Clarence Thomas was nominated to the position 
of Associate Justice of the United States Supreme Court. During Thomas's 
U.S. Senate confirmation hearing, law professor Anita Hill accused 
Thomas of sexual harrassment when Thomas had been her supervisor in 
a previous job. Thomas vigorously denied the accusation. The accusa- 
tion and denial were such that it appeared that one of the two must be 
lying. A possibility that was not considered in the news and commen- 
tary accounts of the time is that both could have been telling what they 
perceived to be the truth! This would be possible if Hill and Thomas 
drew different inferences or conclusions from their participation in the 
same situation. What Hill concluded to be sexual harrassment might 
have been interpreted quite differently by Thomas, perhaps as an un- 
successful attempt to establish a friendly relationship with a colleague. 

It has long been considered normal for different participants in a 
social interaction to draw different inferences (or make different attribu- 
tions) about the interaction. Two well-researched sources of systematic 
variation in these attributions are associated with the differing perspec- 
tives of actor and observer: (a) Actors tend to interpret their actions as 
being responsive to events occurring in the situation, whereas observers 
are more likely to interpret the same behavior as indicating some char- 
acteristic personality trait of the actor (Jones & Nisbett, 1972); and (b) 
actors are likely to interpret and remember their own actions in a self- 
serving or self-enhancing way (Greenwald, 1980). The differences between 
Clarence Thomas's and Anita Hill's interpretations of their interaction 
could be a case of Thomas's drawing an inference that was self-semingly 
different from Hill's following interactions that they viewed and inter- 
preted from different perspectives. As in the case of the terminal cancer 
patient, this can be a cognitive defense that is explainable in nonpara- 
doxical fashion by the sequential-stage levels-of-representation model. 



THE ORDINARINESS OF KNOWLEDGE AVOIDANCE 

The illustrations of avoiding knowledge of terminal illness and avoiding 
anxiety about various risks and environmental hazards have been inter- 
preted as cognitive defenses that occur between the third and fourth 
levels of the model in Fig. 3.5. Experienced events are analyzed to the 
level of propositions (such as "Amazon rain forests are being cut 
down"), but anxiety-producing inferences are avoided. Failure to draw 
such inferences may be the phenomenon that has most frequently been 
identified, in previous analyses, as involving (paradoxical) self-decep- 
tion. In contrast with the present analysis, those previous analyses have 
assumed that the inference must be made at an unconscious level at the 
same time that it is avoided consciously. The model in Fig. 3.5, however, 
provides no mechanism for achieving inferences unconsciously, and 
does not require the occurrence of such inferences as a condition of 
successful avoidance. 

The model in Fig. 3.5 allows knowledge avoidance to occur not only at 
the transition from its third to fourth level, but also in its lower level 
transitions. The following consideration of these possibilities suggests 
that cognitive defense by knowledge avoidance is a pervasively ordinary 
phenomenon. 

Avoidance of Comprehension 

Avoidance of third-level processing would occur if the words in a mes- 
sage were perceived individually (second-level processing), but the per- 
ceiver avoided comprehending their sentence-level meaning. Such avoid- 
ance of comprehension occurs commonly in dealing with the content of 
mass media. Television and radio programs are frequently interrupted by 
short commercial announcements in which one is uninterested; news- 
papers and magazines contain advertisements and uninteresting articles 
interspersed among their more interesting contents. In dealing with 
mass media, the perceiver may be consciously aware of the individual 
words of a message while nevertheless avoiding comprehension of their 
sentence-level meaning. Hearing or seeing a brand name may suffice to 
classify the surrounding message as uninteresting, which in turn leads 
to diverting attention elsewhere, thereby avoiding the effort of compre- 
hending that message. Similarly, the title of a magazine article or the 
headline of a newspaper story may contain a name or topic word that is 
sufficient to forestall further analysis. Avoided comprehension after per- 
ceiving individual words may be what is happening when one reacts to 
another's "unattended" remark by asking for it to be repeated, but then 
readily retrieves the individual words in sequence and does the higher 
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level work of comprehension before the remark before is actually re- 
stated. 

Avoidance of Attention 

Treisman and Gelade (1980) described the cognitive act of attention as 
involving the integration of sensory features into perceived objects. 
Avoiding attention can therefore occur when first-level analysis of sen- 
sory features is not followed by further perceptual analysis. The well- 
known "cocktail-party effectr'-being able to focus on a single one of 
several simultaneously heard voices-is an example of avoiding atten- 
tion. The listener successfully avoids attending to the words of extra- 
neous conversations while nevertheless analyzing their sensory fen- 
tures, such as voice pitch and spatial location (Broadbent, 1958; Moray, 
1970). A second example is an experience, familiar to most skilled auto- 
mobile drivers, that occurs when, immediately after completing some 
portion of a familiar route, one is unable to recall stimuli that must have 
been processed recently, such as whether the last traffic light was red or 
green. In this case, it is not so much that perceiving the object is unde- 
sued as that it is unnecessary. For experienced drivers, driving is so well 
learned that it can be performed automatically, with habitual actions 
occurring in response to important stimulus features (i.e., after analysis 
only at the lowest level of Fig. 3.5), leaving those features unintegrated 
into perceptually attended objects. 

Avoidance of Exposure 

Perhaps the most common type of knowledge avoidance is one that 
cannot be located between stages of the levels-of-representation model 
because it involves complete nonexposure to stimuli that might lead to 
useless or otherwise unwelcome cognitive analyses. For example, con- 
sider the consequence of a heavy smoker not engaging in physical exer- 
cise. The smoker thus avoids encounters with stimuli (excessive fatigue, 
difficulty breathing, etc.) that could indicate adverse physical effects of 
smoking. In a similar fashion, by soliciting no student evaluations, a 
professor can avoid negative feedback that would injure self-esteem. 
And, to take an almost trivial example, many recreational tennis players 
effectively avoid discovering that they routinely commit the error of 
foot-faulting (i.e., stepping into the playing area before hitting a serve) 
because, consistent with good tennis form, they simply do not look at 
their feet while serving. Because there is no exposure to events that 
could lead to unwelcome knowledge, the avoiding-exposure strategy 
can be very effective. The avoider has no basis for suspecting that any- 
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thing is being avoided. In terms of the four-level model, such behavior- 
al avoidance of exposure to unwelcome stimuli preempts the first level 
of analysis. It is located off the left side of the model. The junk-mail 
model of Fig. 3.3 is itself an example of behavioral avoidance of expo- 
sure. 

TWO NEW THEORETICAL DEVELOPMENTS 

Neural Network Modeling 

Since publication of the earlier version of this chapter, there has been 
active development of a new paradigmatic approach in psychology, al- 
ternatively labeled parallel distributed processing, connectionism, or neural 
network modeling (Rumelhart & McClelland, 1986). Figure 3.6 gives a 
schematic representation of this approach, indicating how it accommo- 
dates the distinction between conscious and unconscious cognition. 

The extensive parallelism of the network model of Fig. 3.6 is its funda- 
mental difference from the sequential-stage information-processing 
model of Fig. 3.5. The network model in Fig. 3.6 incorporates represen- 
tations of two forms of conscious cognition.4 One of these-conscious 
cognition as network operation that boosts activation to resonantly sta- 
ble high levels in subnetworks-corresponds to an interpretation of 
conscious cognition as a focus of attention on some thought or percept. The 
network's second representation of conscious cognition is its possibility 
of having verbal outputs that, by virtue of their connections to inner 
nodes ("hidden units") of the network, are able to report (in some sense) 
on internal network status. These verbal outputs correspond to an inter- 
pretation of conscious cognition as a capacity for introspective report (or "self- 
consciousness"). Importantly, the structural principles of the neural net- 
work provide no assurance that these verbal reports will provide valid 
descriptions of network status. 

In the information-processing form of theory (Fig. 3.5), cognitive de- 
fenses were explained nonparadoxically by supposing a hierarchical di- 
vision between conscious and unconscious cognition, and assuming 
that unconscious cognition was associated with hierarchically lower and 
less complex levels of analysis. The neural network account avoids para- 
dox by the more radical device of abandoning the assumption of person- 
al unity. To illustrate: In a neural network account of the voice-recogni- 
tion experiment (for which an information-processing account was 
portrayed in Fig. 3.4), the (nonverbal) SCR and the (verbal) voice-identi- 

4The distinction between these two forms of unconsaous cognition is developed more 
fully in Greenwald (1992). 
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FIG. 3.6. Representation of conscious and unconscious cognition in the 
format of neural network (connectionist or parallel distributed processing) 
models. (This figure is duplicated with permission from Fig. 2 of Greenwald, 
1992.) 

fication response would be treated as outputs from analyses that occur in 
parallel. Because these two analyses might take independent paths 
through the network, they need be under no constraint to yield corre- 
lated outputs. 

Implicit Cognition 

In the early 1980s, cognitive psychologists began to investigate a large 
class of phenomena inspired by Edouard Claparede's (191111951) obser- 
vation of a surprising manifestation of memory in a Korsakoff-syndrome 
patient. characteristically for the illness, ClaparPde's patient lacked ordi- 
nary recollection, and was unable to recognize ClaparPde from one visit 
to the next. During one visit, Claparede deliberately pricked the pa- 
tient's finger with a hatpin when they were shaking hands. On the next 
visit, the patient hesitated to shake hands with Claparede-whom, as 
usual, the patient did not recognize as a familiar acquaintance. 

Jacoby and colleagues (Jacoby & Dallas, 1981; Jacoby & Witherspoon, 
1982) have reported experimental tests that established the repeatability 
of observations (like Claparede's) of "remembering without awareness," 
not only with Korsakoff-syndrome patients, but also with normal un- 
dergraduate students. In Jacoby's research, unrecallable events have 
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FIG. 3.7. 'ho-stage analysis of implicit cognition. 

been shown to potently influence judgments made in response to stimu- 
li that re-present some portion of the earlier event. A familiar example is 
that subjects will complete a word stem (e.g., can---) with a word that 
was presented earlier in the experiment (e.g., candle), even when they 
are unable to recall that candle was presented earlier.5 Schacter (1987) 
reviewed the rapidly growing literature on such memory phenomena, 
and Greenwald and Banaji (1995) established that parallel forms of im- 
plicit cognition also occur pervasively in expressions of social attitudes, 
stereotypes, and self-esteem. 

The defining characteristic of implicit cognition is that some judgment 
draws on information contained in past experience while the judge nev- 
ertheless remains ignorant of the influence of that past experience (see 
Greenwald & Banaji, 1995). This generic definition of implicit cognition 
encompasses the situation in which a skin conductance response to a 
playback of the subject's voice indicates that the subject is responding 
under the influence of past experience with the sound of own voice, 
even while not recognizing this influence. Not surprisingly, then, im- 
plicit cognition can be analyzed with a stage model of the same type 
used for the voice-recognition experiment (see Fig. 3.7). 

EMPIRICAL ANALYSIS OF THE RELATIONSHIP 
BETWEEN CONSCIOUS AND 
UNCONSCIOUS COGNITION 

Of the several procedures that have been used in attempted laboratory 
models of psychoanalytically conceived defense mechanisms, none has 
escaped criticism that the resulting evidence is inconclusive. For every 
sympathetic review of findings on topics such as perceptual defense 
(Dixon, 1981; Erdelyi, 1974) or repression (Erdelyi & Goldberg, 1979; 

5The reader who completed this stem with cuncer may have experienced the same kind 
of automatic influence routinely experienced by subjects in Jacoby's experiments. 
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Shevrin & Dickman, 1980), one can point to forceful opposing reviews 
(e.g., Eriksen, 1958; Holmes, 1974; Loftus & Loftus, 1980). In drawing 
conclusions from a review of the research literature, Erdelyi (1985) ob- 
served that a consistent shortcoming of laboratory models of cognitive 
defense was their failure to demonstrate that "the perceiver can inten- 
tionally and selectively reject perceptual inputs [of emotional stimuli]" 
(p. 256). Sackeim and Gur (1978) presented the following list of four 
criteria for an empirical demonstration of (paradoxical) self-deception: 

1. The individual holds two contradictory beliefs (p and not-p). 
2. These beliefs are held simultaneously. 
3. The individual is not aware of holding one of the beliefs (p or 

not-p). 
4. The act that determines which belief is and which belief is not 

subject to awareness is a motivated act. (p. 150) 

The levels-of-representation analysis of knowledge avoidance (Fig. 
3.3, 3.4, and 3.5) and the neural network model (Fig. 3.6) provide per- 
spectives from which the difficulty of achieving research demonstrations 
that meet these four criteria is easily understood. In the levels-of-repre- 
sentation approach, because cognitive avoidance does not involve 
knowledge of what is being avoided, Sackeim and Gur's first, second, 
and fourth criteria are inappropriate. That is, the expectation of data 
patterns that match Sackeim and Gur's four criteria is contingent on the 
assumption of a coordinate unconscious-an assumption that seems 
quite unnecessary for the explanation of successful cognitive defense. 

In the neural network approach, it is possible for conscious and un- 
conscious cognition to be as independent of one another as if they were 
taking place in the left and right cerebral hemispheres of a split-brain 
patient. This possibility of independent, parallel cognitive paths bears 
on the reference to an individual (implying an indivisible entity) in Sack- 
eim and Gui's first and third empirical criteria. In the neural network, 
there is no necessary assumption of personal unity, meaning that two 
mutually contradictory beliefs could be represented in the network with- 
out there being any system locus that has simultaneous access to them. 
This makes it possible for the neural network to account nonparadox- 
i d l y  for even exotic dissociations that could not be explained by infor- 
mation-processing models such as that in Fig. 3.5.6 

6Greenwald (1992) described a variant information-processing approach that assumed 
the possibility of independent processing paths, each composed of sequential stages. 
(Information-processing models standardly assume only a single series of stages or levels.) 
When modified to permit multiple parallel paths, the information-processing approach 
may be paradigmatically indistinguishable from the neural network approach. 



Recent empirical and theoretical developments have not only made 
cognitive psychologists much more comfortable with the idea of uncon- 
scious cognition than they were a decade ago, but have also shaped a 
view in which unconscious cognition is seen as operating alongside, and 
sometimes even independently of, conscious cognition. The theoretical 
development of neural network modeling has made the idea of parallel 
conscious and unconscious cognition decidedly nonparadoxical. In re- 
cent years, researchers have increasingly employed assumptions of in- 
dependence (or dissociation) between conscious and unconscious cogni- 
tion in their interpretations of experimental findings (e.g., Greenwald, 
Klinger, & Schuh, 1995; Jacoby, Lindsay, & Toth, 1992). These dissocia- 
tions can be given nonparadoxical interpretation by either (or both) a 
levels-of-representation or a network approach. 

In summary, Sackeim and Gur's (1978) list of criteria for an empirical 
demonstration of self-deception implies two assumptions that appear 
unneeded and excessive in light of cognitive psychological research of 
the past few decades. These two questionable assumptions are (a) uncon- 
scious knowledge of threat-that successful cognitive defense requires a 
prior, complete, unconscious representation of the knowledge that is 
being defended against; and (b) single-agency coordination-that success- 
ful cognitive defense represents the coordinated achievement of a single 
agency. In combination, these two assumptions comprise the view that 
was described earlier in this chapter as the "coordinate unconscious" 
conception. The knowledge-of-threat assumption is easily sacrificed in 
the context of a levels-of-representation view, in which low-level, partial 
analysis of a threatening stimulus allows avoidance or modification of a 
later, more complex analysis. The single-agency assumption survives in 
levels-of-representation models, but is unneeded in neural network 
models, which move away from a conception of personal unity and 
toward understanding the person as a distributed processor with multi- 
ple, concurrent cognitive processes. 

CONCLUSION: A VIEW 
OF UNCONSCIOUS COGNITION 

This chapter has described a view of unconscious cognition that has 
evolved, in the last few decades, from a previously dominant view that 
rested on the psychoanalytic conception of coordinate conscious and 
unconscious cognition. The psychoanalytic view obliged the assumption 
that cognitive defense could involve paradoxical simultaneous knowl- 
edge and ignorance of threatening or anxiety-arousing situations. The 
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assumed validity of this paradoxical psychoanalytic interpretation justi- 
fied referring to some cognitive defenses as self-deceptions. 

Contemporary cognitive psychology provides two theoretical inter- 
pretations of the relationship between conscious and unconscious cogni- 
tion that provide nonparadoxical accounts of a wide variety of cognitive 
defenses, including those that have been labeled self-deceptions. The 
longer established of these interpretations is the concept of a hierarchical 
series of stages of information processing (or levels of representation). In 
this sequential-stage view, a low-level analysis can guide both the avoid- 
ance of threat and the avoidance of higher level processing that is 
needed to identify the exact nature of the threat. The more recently 
developed approach of neural network modeling, by accommodating 
independent paths of cognition initiated by the same stimulus, is theo- 
retically powerful enough to provide nonparadoxical explanations of 
even exotic cognitive dissociations, such as multiple personality. One 
attraction of the sequential-stage information-processing view is its abili- 
ty to provide a nonparadoxical account of cognitive defense, while ac- 
commodating the lay conception of unity of the normal personality. In 
the context of the neural network approach, personal unity may be 
treated merely as an illusion of the normal personality. 

These new interpretations of unconscious cognition are important not 
only because they demystify phenomena previously considered to be 
paradoxical self-deceptions, but because they portray unconscious cog- 
nition as relatively weak in its cognitive analytic power. The conception 
of unconscious cognition as cognitively weak appears especially in the 
sequential information-processing interpretation, which associated un- 
conscious cognition with early (and relatively crude) stages of process- 
ing. This conception of unconscious cognition as relatively weak in ana- 
lytic power was implied by the junk-mail model, which was first 
described in the 1988 version of this chapter. The case for regarding 
unconscious cognition as weak in analytic power was developed in 
much more detail by Greenwald (1992). 
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