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Abstract

Results from 4 experiments using a mock juror paradigm converge in demonstrating that: (1) minorities receive harsher sentences than Whites for identical crimes, and (2) such discrimination occurs independently of participants’ intent or awareness of discriminatory bias. Experiments 1-3 indicate that discrimination against minority defendants was unrelated to self-reported differences on a wide variety of attitudinal (affect-based prejudice, cognitive-based prejudice), ideological (authoritarianism, egalitarianism, social dominance, conservatism, belief in a just world), or cognitive (cognitive scrutiny, accountability, stereotype endorsement, perceived recidivism) variables. However, Experiment 4 demonstrates that discrimination was related to automatic prejudice, whereas it was not related to individual differences in fairness or motivation to control prejudice. Such findings suggest that discriminatory behavior, even on highly deliberate, controlled tasks, can result from nonconscious “mental contamination” rather than malicious intent. These results may reconcile the seemingly contradictory notions that: (1) contemporary society upholds social justice, yet (2) institutional discrimination against minorities continues to exist.  

“All animals are equal, but some are more equal than others”




---George Orwell, Animal Farm
World history is rife with instances of state-sanctioned terror and discrimination against subordinate citizens (Sidanius & Pratto, 1999). In the vast majority of these cases, discriminatory actions can be clearly attributed to some form of legitimized ethnocentrism. Institutional discrimination against Blacks during ante-bellum Slavery and Jim Crow, for instance, was justified in part by prevailing racist ideologies. Because contemporary society, on the contrary, has presumably relinquished such unenlightened doctrine in exchange for basic principles of humanitarian justice, the question of whether institutional discrimination against minorities continues to exist is a source of contention and controversy.
  This polemic is often fueled by the hoary question of whether institutions are fair or biased. However, the present treatise investigates the possibility that systemic discrimination can exist within a society with a candid commitment to social equality, and explores the psychological mechanisms by which such a contradiction might occur. 

Considerable research has shown that that prejudicial attitudes may emerge independently of egalitarian values or malicious intent (e.g., Devine, 1989; Dovidio & Gaertner, 1996; Gaertner & Dovidio, 1986). However, unlike intergroup phenomena such as stereotyping and prejudice, surprisingly little work has explored the psychological underpinnings of discrimination. As Susan Fiske proclaimed in her chapter on stereotyping, prejudice, and discrimination appearing in the Handbook of Social Psychology, “…social psychology has documented discrimination so little because its real job is to document not discrimination’s frequency (the work of sociologists, economists, and organizational researchers), but instead its underlying psychological processes” (Fiske, 1998; p. 374).  While the source of past discrimination was readily apparent, the underlying source of would-be contemporary discrimination is elusive and mysterious. Contemporary discrimination, unlike its predecessor, is discredited by the absence of ostensive, identifiable agents. The nebulous origins of contemporary discrimination have led many Whites, and some minorities, to disavow its existence.  Proponents of the meritocracy notion attribute extant group disparities in professional attainment, or legal prosecution, for instance, to differences in group competence, motivation, or criminality, rather than discrimination per se.  Consequently, one challenge confronting the study of discrimination is the demonstration that group membership per se leads to discrepancies in social outcomes. 

Although discrimination may exist in many spheres, the present study will focus on discrimination in the courtroom, as the investigation of bias in juridical decisions is readily amenable to experimental laboratory research (Landry & Aronson, 1969; Sweeney & Haney, 1992). Within the criminal justice literature, the question of whether extralegal factors such as racial group membership are causally linked to bias in criminal sentencing remains largely unanswered (see Greenberg & Ruback, 1982; Mazella & Feingold, 1994; Nickerson, Mayo, & Smith, 1986; Sweeney & Haney, 1992 for reviews).  Because much of the legal and sociological research on sentencing bias has relied on archival or survey data, it is not entirely clear whether factors other than racial discrimination, such as socio-ecomomic status (e.g., Nagel, 1970), incompetent legal representation (e.g., Free, 1996), or even a higher biological propensity for violence (e.g., Rushton, 1997), can account for ostensible disparities in criminal sentencing against minorities. To further complicate matters, the experimental research on bias in sentencing has yielded widely conflicting results. Some studies have found positive evidence of sentencing bias against minorities (e.g., Field, 1979; Gray & Ashmore, 1976; Haney & Sweeney, 1991; Klein & Creech, 1982; Sommers & Ellsworth, 2000; Sweeney & Haney, 1992), while others have found that race plays little or no role in determining criminal sentences (e.g., Barnett & Field, 1978; Gleason & Harris, 1975; Hagan, 1974; Nickerson, Mayo, & Smith, 1986). Still other studies have found evidence of more lenient sentencing toward minorities (e.g., Gordon, Bindrim, McNicholas, & Walden, 1988; Kleck, 1981; McGowen & King, 1982; Myers & Talarico, 1986). 

One possible determinant of these inconsistencies within the experimental literature is methodological quality. Based on a meta-analysis of experimental studies on racial bias in criminal sentencing, Sweeney and Haney (1992) concluded that “the apparently inconsistent results previously reported in this literature may best be interpreted as a reflection of differences in methodological rigor”(p. 192). According to these authors, many studies have not found evidence of racial bias in criminal sentencing simply because they have used weak experimental designs. Studies that have used “strong” manipulations of group membership, such as pictoral images of the perpetrator and/or victim, or for example, have found much stronger evidence of racial bias in sentencing than studies that either imply group membership, or use verbal indications of group membership (Sweeney & Haney, 1992).

The first objective of the current research is to ascertain whether consistent evidence of systemic discrimination can be obtained (presuming the use of methodologically sound procedures). The second question, and one which has yet to be empirically investigated, concerns the underlying psychological mechanisms of discrimination. While there are essentially two possible outcomes with respect to the first question, several possibilities emerge regarding the latter question. One apparent possibility is that discrimination is borne out of malice or contempt for the target outgroup.  I will refer to this as the antipathy hypothesis. According to this view, discrimination is both intentional and malicious, and is the result of negative attitudes toward members of the target outgroup.  Any bias in the legal system would be the product of “rotten apples” (e.g., racist cops, judges, or jurors) who intentionally levy heavier sanctions on minority defendants. The overarching assumption of the antipathy view are that there is a direct correspondence between prejudice and discrimination, and that discrimination is the intended product of prejudice.

A second possibility, the ideology hypothesis, maintains that discrimination is not the product of prejudice per se, but rather the result of (non-racial) ideological beliefs. This position is commensurate with a number of theories including social dominance theory (Sidanius & Pratto, 1999) and system justification theory (Jost & Banaji, 1994). These theories contend that, willfully or unwittingly, ideologies such as authoritarianism or social dominance orientation, serve to engender and perpetuate group inequality.  Even seemingly benign ideologies, such as conservatism, can maintain social hierarchy (Sidanius, Pratto, & Bobo, 1996). Although the specific content of conservative beliefs may vary across time and individuals (and may be largely non-racial in nature), the “core” of political conservatism is characterized by resistance to change and acceptance of inequality (Jost, Glaser, Kruglanski, & Sulloway, 2001). A tolerance of inequality may indirectly and inadvertently lead to prejudiced beliefs or discriminatory outcomes, particularly in situations where minorities groups seem to threaten or violate the status quo (Jost et al., 2001). In short, certain ideological forms of thinking may result in discriminatory bias against minorities, even if the specific content of the beliefs are “group-neutral”.  

A related possibility is the stereotype hypothesis that posits that cognitive beliefs about a specific group determine discrimination against members of that group. An interesting possibility raised by Greenberg and Ruback (1982) is that defendant ethnicity is indirectly related to sentencing disparity in that minorities may be perceived as being more likely to have committed past crimes or to commit future crimes (Greenberg & Ruback, 1982; p. 196). In such an event, discriminatory bias would not necessarily result from antipathy or ideology, but rather the assumption that minority group membership is informative of the likelihood of recidivism; in turn, perceived recidivism (rather than race per se) would determine sentence severity. 

Related to the stereotype hypothesis is the information processing hypothesis, which proposes that discrimination is the product of more general cognitive errors and biases in information processing. That is, individuals may attend to and process information differently in situations involving minority as opposed to White targets.  For example, prior research has found that depth of processing or cognitive scrutiny is influenced by target ethnicity. A recent study by Petty, Fleming, and White (1999) found that persuasive messages from members of stigmatized groups elicited greater scrutiny than messages from Whites. Likewise, if crimes committed by minorities receive greater scrutiny compared with crimes committed by Whites, then more careful processing of (heinous) crime details, rather than race per se, may account for intergroup discrepancies in sentencing.  In such a case, discriminatory bias would be expected to vary as a function of errors in information processing. Similarly, prior research has shown that accountability can influence biased processing of information (see Lerner & Tetlock, 1999 for review).

The final possibility is the mental contamination hypothesis. According to Wilson and Brekke (1994) mental contamination refers to the “process whereby a person has an unwanted judgment, emotion, or behavior because of mental processing that is unconscious or uncontrollable. By unwanted, we mean that the person making the judgment would prefer not to be influenced in the way he or she was” (p.117). The following is a concrete illustration of mental contamination given by Wilson and Brekke: 

“Professor Jones is grading papers from a small seminar. When grading Hernandez’s paper, undesirable mental processes are triggered by the fact that Jones dislikes Hernandez and knows that Hernandez is a member of a minority group. That is, Jones’s dislike and prejudice taints [sic] her evaluation, such that the evaluation is more negative than it would otherwise be. Furthermore, assume that Jones would agree that this is unfair and would prefer not to be influenced by her prejudice. This example, then, fits our definition of mental contamination…” (Wilson & Brekke, 1994, p. 119). 

Directly relevant to mental contamination in the criminal justice system, Mazella and Feingold (1994) maintain that “…jurors may unconsciously find personal characteristics relevant”, such as race, when deciding the fate of minority defendants (Mazella & Feingold, 1994, p. 1316; italics added). Moreover, a recent paper by Payne (2001) found empirical evidence that automatic as opposed to controlled racial biases determined the likelihood that participants misperceived ordinary tools as guns. Specifically, participants made more errors in identifying tools as guns when primed with Black versus White faces (Payne, 2001; Experiment 2). Although this study tested perceptual bias (i.e., the misidentification of a weapon) rather than discrimination per se (i.e., likelihood of shooting minority suspects), it effectively demonstrates the potential means by which automatic perceptual biases might lead to actual discrimination when White police confront a minority suspect.

In brief, one important distinction between the antipathy and mental contamination hypotheses is intentionality. The hallmark of the mental contamination hypothesis is that discrimination is unwanted, unintentional, and perhaps even unavoidable. According to the antipathy hypothesis, on the other hand, discrimination is blatant and intentional. In addition, the mental contamination hypothesis allows that individuals may be unaware of their (implicit) prejudicial attitudes and/or unaware of the potential impact of these attitudes on discriminatory outcomes. Referring once again to the teacher example, Wilson and Brekke argue that, “when teachers assign a C to a student’s paper, they probably believe that they have given it a fair and unbiased evaluation, even if they were biased by how much they like the student” (p. 121).  Similarly, a judge or juror might inadvertently levy an unfairly harsh prison sentence on a Black defendant, believing wholeheartedly that the severity of their sentence was based exclusively on the nature of the crime. According to the antipathy hypothesis, however, discrimination occurs by design; hence, individuals should be fully aware of their discriminatory behavior.

 The notion of unintentional discrimination seems ironic in a sense because deliberate, controlled behaviors are presumed to reflect, in most normal cases, the conscious intentions and desires of the actor. However, prior research has shown that individuals may have limited insight into the bases of their actions, even voluntary actions (Bargh, Chen, & Burrows, 1996; Nisbett & Wilson, 1977; Wegner, 1994; Wegner & Bargh, 1998). Moreover, even deliberate decisions or behaviors may be unwittingly influenced by factors such as the group membership of the target, without perceivers’ knowledge that these behaviors have been unduly determined by these peripheral factors (Wilson & Brekke, 1994; Bargh, Chen, & Burrows, 1996). 

To investigate the aforementioned hypotheses, all subsequent experiments use a criminal sentencing paradigm in which all of the details of a violent crime are held constant apart from the group membership of the perpetrator. Experiment 1 investigates the existence of systemic bias in criminal sentencing, and explores the antipathy and ideology hypotheses as potential underlying sources of this discrimination. In the case of antipathy hypothesis, one would expect a significant relationship between conscious prejudice and discrimination. This prediction is consistent with Fazio’s MODE model, which predicts that explicit racial attitudes will correspond with deliberate behaviors (Fazio, 1990; Fazio & Towles-Schwen, 1999). Moreover, if discrimination is blatant and malicious, as predicted by the antipathy hypothesis, there should exist a relationship between participants’ actual discriminatory behavior and participants’ self-reported discriminatory behavior.  In order to test the ideology hypothesis, individual differences in authoritarianism, egalitarianism, social dominance, belief in a just world, and conservatism are assessed. 

Experiment 1
Method

Participants. One-hundred White college students (64 females, 36 males) from introductory psychology courses participated in partial fulfillment of course requirements. 

Procedure. Students were told that they would be completing two separate, unrelated experiments. They were informed that the first part would consist of questionnaires assessing their opinions on a variety of environmental and political issues, and that the second part would look at their views on crime and punishment. Although students were run in groups of 2 to 8 individuals, each student completed the experiment while isolated in a private cubicle.  

During this questionnaire phase, students were asked to complete four ostensibly unrelated packets of “pilot” surveys for a future study on environmental and political issues. The first questionnaire was a filler survey on outdoor activities, recycling, animals, and forest conservation. The second packet contained a series of feeling thermometers that measured their attitudes toward a variety of groups including “Hispanics (Latinos)”, and “White Americans (Caucasians)”. Ratings were given on a 101-point scale with 0 labeled as “very cold” and 100 labeled as “very warm”. This measure served as the index of affective prejudice. The third packet contained the ten-item egalitarianism subscale (Katz & Hass, 1988). The fourth packet contained a “global opinion survey” which contained two items related to more cognitive aspects of prejudice against Hispanics, namely “Immigration officials should tighten up security to prevent Mexicans from crossing the border”, and “Mexican tourists entering the United States should have to show proof of financial security”. This two-item measure served as the index of cognitive prejudice. This survey also contained an 8-item version of the social dominance orientation scale (SDO; Pratto et al., 1994), and a 15-item version of the right-wing authoritarianism scale (RWA; Altemeyer, 1981), and filler items to bolster the cover story of a general opinion survey (e.g., “This university should spend more money on academics and less on athletics”).
 At the end of the global opinion survey, participants were asked to indicate their gender, race, academic year, and political party affiliation (Democrat, Republican, or Other). The latter measure served as the index of conservatism.

After completing these questionnaires, participants were given a short “reading comprehension” filler task, which contained a short, neutral newspaper article on prehistoric fish. This task was included to distract participants from the potentially sensitive content of the previous questionnaires. After students had completed the article, they were given two descriptions of “actual crimes” obtained from the police department of a large midwestern city. They were told that their job was to assume the position of juror, and decide what sentences they thought each defendant should receive for the crime committed. They were informed that all defendants had pled guilty, so their only job was to decide the appropriate punishment.

The first crime was a filler scenario that dealt with a university student who had committed an act of cruelty against a domesticated animal. The second crime, which served as the critical crime scenario, described a White or Hispanic male who assaulted a White female.
 All students were randomly assigned to one of these two ethnicity conditions. In the top, left-hand corner of each crime description was a headshot of the perpetrator. In the White condition, the photograph depicted a White male in his late twenties. In the Hispanic condition, the photograph depicted a Mexican male in his late twenties. In the bottom, right-hand corner of the page was a headshot of the victim. This photograph depicted a short-haired, blond, White female in her late twenties.

The specific crime description for the White condition is listed below. Items in bold in parentheses indicate modifications to the paragraph in the Hispanic condition. 

The assault in question took place in the [city district], at approximately 10:30 p.m. on November 15, 1998. The perpetrator of the crime, David Edmonds (Juan Luis Martinez) moved to [city] from Canada (Mexico) 10 years ago to take a job with the [city] Country Club. The victim, 28 year old, Carol Wilkins was walking with her friend Nancy Balderston when the incident took place.  Witnesses say that David (Juan), who was slightly intoxicated at the time, began yelling foul and distasteful comments at Carol on the night of November 15th.  The two ladies decided to ignore David (Juan), which apparently made him angrier, at which point he approached the ladies and began behaving aggressively. When Carol told Juan to go away and leave them alone, he became hostile and began to physically assault Carol.  Nancy then ran into a nearby bar to ask for help and call the police. When she returned, she found that Carol had been badly injured and suffered a head concussion, some fractured ribs, a broken nose, and required over a dozen stitches. David (Juan) had left the scene by the time the police arrived, but was arrested at his home two days later.  David (Juan) was charged with aggravated assault and battery.

After reading each crime description, participants were instructed to sentence the perpetrators by selecting one of fourteen levels of punishment within six distinct categories. The categories of punishment and levels of punishment (in parentheses) within each category were: (1) verbal reprimand, (2) mandatory counseling, (3-6) community service, (7-12) prison sentence, (13) disenfranchisement and deportation, (14) the death penalty. Only community service and prison sentences contained different levels. Thus, participants who selected one of these two punishments were required to circle one of several pre-determined levels of punishment indicating specific hours of community service, or length of prison sentence. For community service the options were (with the overall level of each punishment on the 14-point scale indicated in parentheses): (3) 25 hours, (4) 50 hours, (5) 100 hours, or (6) 250 hours. For prison, the options were (7) 30 days, (8) 6 months, (9) 12 months, (10) 5 years, (11) 10 years, or (12) 25+ years. This sentencing measure provided a 14-point scale of sentence severity, with (1) verbal reprimand being the most lenient and (14) death penalty being the most severe. 

After completing the sentencing measure, participants were asked “How racially biased (unfair) do you think your sentence was for this particular crime?”. This question was answered on a 10-point Likert type scale with 1 = “not at all biased” and 10 = “very biased”.  This question served as the measure of self-perceived bias. Finally, as a manipulation check, participants were asked to recall the first name of the assailant. On the last page, participants were asked to write a few sentences indicating what they thought the experiment was trying to measure. Participants were then debriefed, thanked, and dismissed.

Results

In the Hispanic condition, 86% correctly recalled the perpetrator’s name as being Juan. In the White condition, 42% of the participants recalled the perpetrator’s name as being David. This difference in recall of between the White and Hispanic names was likely due to a distinctiveness effect for Hispanic names, as nearly all incorrect recalls in the White condition were Anglo names. No participants were dropped from these analyses.

The principal questions addressed in this initial study are whether discriminatory bias exists, and, if so, whether this discrimination can be explained by prejudice or ideology. To address the question of whether group characteristics of the defendant affected sentencing severity, a one-way Analysis of Variance (ANOVA) was performed on the index of criminal sentencing. This analysis yielded a highly significant effect of race, F (1, 96) = 11.62, p < .001, eta2 =  .11, indicating that Hispanic defendants received harsher sentences than White defendants (M = 8.79, M = 10.00). In effect, there was very strong evidence of overall discrimination against Hispanics. Subsequent analyses investigated whether this discrimination is moderated by prejudice or ideology.

Prejudice Regression Analyses

Indices of both affective and cognitive prejudice toward Hispanics were created. The index of affective prejudice was created by subtracting feeling thermometer ratings of Hispanics from feeling thermometer ratings of Whites. The index of cognitive prejudice was created by adding responses to the two questions regarding Hispanic immigration. Two interaction terms were created by crossing the ethnicity condition with affective and cognitive racial prejudice indices. Participants in the Mexican condition were coded as 1, while those in the White condition were coded as 0.  When the ethnicity term, the cognitive prejudice interaction term, and the affective prejudice interaction were entered into a simultaneous regression analysis, only the ethnicity term obtained significance, beta = .44, p = .055; neither the cognitive nor affective interaction terms approached significance, both ps > .65 (see Table 1).
 These results indicate that discriminatory bias against Hispanics was independent of individual differences in prejudice toward Hispanics.

Because correlations between any measure of prejudice and discrimination may be less than perfect (Dovidio et al., 1994), the relationship between perceived and actual discrimination was examined as a second test of intentionality. The logic here is that participants’ self-perceived estimates of how racially biased their sentences were should correspond to the actual discriminatory bias of their sentences, if discrimination reflects malice or prejudice. Independent sample t-tests of responses to the question “How racially biased (unfair) do you think your sentence was for this particular crime?” revealed that there was no difference in perceived discriminatory bias in the Mexican vs. White conditions, t  (98) = .83, p = .41 (M = 2.70 and M = 3.04, respectively), despite the fact that there were very marked differences between the two groups in terms of actual discriminatory bias in sentencing. Moreover, looking at correlations, there was no relationship between perceived and actual discrimination within the Hispanic, r  = .03, p = .86, or White conditions, r  = -.09, p = .54.

Ideology analyses

Each of five main effect variables: (1) authoritarianism, (2) social dominance orientation, (3) egalitarianism, (4) political conservatism, and (5) belief in a just world were entered into five separate simultaneous regression analyses along with ethnicity of defendant, and an interaction term crossing ethnicity of defendant with one of the five respective ideological variables.
  As seen in Table 2, the main effect of ethnicity (first column) obtained significance in each of the five regressions. However, there were no significant ideology main effects (second column), or ideology x ethnicity interactions (third column) for any of the five regressions (see Table 2).  

Discussion

Experiment 1 confirms the existence of overall systemic discrimination by demonstrating that White participants gave significantly harsher sentences to a Hispanic versus White perpetrator of the exact same crime. Moreover, this discriminatory bias was quite strong (eta = .11). Interestingly, however, experiment 1 yielded support for neither the prejudice nor the ideology hypothesis. That is, the observed discrimination against Hispanic defendants was not related to individual differences in cognitive or affective prejudice, nor was it moderated by authoritarianism, conservatism, social dominance, or other ideological variables.

At first blush, one might argue that the cognitive and affective measures of prejudice did not moderate discrimination because they were explicit and thus susceptible to social desirability concerns. However, the measure of discrimination was also conscious and deliberate, and thus was subject to the same concerns. Therefore, any potential relationship between prejudice and discrimination should not be hindered by the explicit nature of the dependent variables (Fazio, 1990; Fazio & Towles-Schwen, 1999). Participants who are motivated to appear nonprejudiced (independently of whether they are prejudiced or not) would have attempted to mitigate the expression of outgroup derogation on both the prejudice and discrimination measures. Further, there was also a null relationship between discrimination and the less obtrusive ideological measures, indicating that social desirability is not a plausible account for the data.

While Experiment 1 revealed no support for the prejudice or ideology hypotheses, it did not test whether stereotypes are related to discrimination. During the debriefing of Study 1, some participants mentioned that they found it challenging to appropriately sentence defendants in the absence of information about past crime history. This raises the possibility that participants formed different assumptions of the likelihood of recidivism for Hispanic and White defendants. Because hostility and criminality are more strongly associated with the Hispanic stereotype, it is possible that participants in the Mexican condition were more likely to assume (tacitly or otherwise) that the Mexican defendant possessed a record of prior criminal offenses, and assigned harsher sentences based on perceived recidivism rather than race per se. In such an event, discriminatory bias would be an artifact of the criminality stereotype being differentially applied to Hispanic and White target due to an absence of information regarding crime history. Study 2 examined this possibility. 

Experiment 2

Experiment 2 tests the possibility that either stereotyping (i.e., cognitive beliefs about the minority target based on group membership) or stereotypes (i.e., beliefs about the group to which the target belongs) affected severity of sentencing for Hispanic targets.

Method

Participants. One-hundred and thirty-five White college students from introductory psychology courses participated in partial fulfillment of course requirements. 

Procedure. Prior to completing the actual sentencing task, participants completed a stereotype measure aimed at tapping individual differences in endorsement of hostility-related stereotypes of several groups including Hispanics and Whites. This measure used semantic differential scales, in which each scale contained ten points along the continuum between the two opposing traits. Participants were asked to circle the point on the continuum that best described their beliefs about each group. The seven semantic differentials given were: “hard-working—lazy, “peaceful—violent”, “dumb—smart”, “rude—polite”, “boring—passionate”, “friendly—hostile”, and “honest—dishonest”. The three scales related to hostility, namely “peaceful—violent”, “rude—polite”, and “friendly—hostile”, were combined to form an overall hostility index for Whites and Hispanics.  Lastly, participants completed a short questionnaire on environmental issues, which served as a filler scale. 

The actual design of Experiment 2a was essentially similar to that of Experiment 1 with the exception of the crime scenario, which was modified to be somewhat less graphic to ascertain whether bias persists under less flagrant criminal circumstances. Modifications were made regarding the extent of injury to the victim, and the level of remorse of the assailant. This modified crime scenario is indicated below (additions or modifications are indicated in bold):

The assault in question took place in the [city district], at approximately 10:30 p.m. on November 15, 1998. The perpetrator of the crime, David Edmonds (Juan Luis Martinez) moved to [city] from Canada (Mexico) 10 years ago to take a job with the [city] Country Club. The victim, 28 year old, Carol Wilkins was walking with her friend Nancy Balderston when the incident took place.  Witnesses say that David (Juan), who was slightly intoxicated at the time, began yelling foul and distasteful comments at Carol on the night of November 15th.  The two ladies decided to ignore David (Juan), which apparently made him angrier, at which point he approached the ladies and began behaving aggressively. When Carol told Juan to go away and leave them alone, he became hostile and began to physically assault Carol.  Nancy then ran into a nearby bar to ask for help and call the police. When she returned, she found Carol physically bruised and emotionally shaken up by the incident. David (Juan) had left the scene by the time the police arrived, but was arrested at his home two days later. According to police reports, David confessed to the assault, but cited his intoxication as a factor in the incident and expressed regret for his actions. David (Juan) was charged with aggravated assault and battery.

In addition to the control scenario listed above, high and low recidivism conditions were added. The crime scenario in the low recidivism condition was identical to this scenario except for a sentence added to the end of the paragraph that read: “This was David’s (Juan’s) first criminal offense”. For the high recidivism condition the last sentence read: “David (Juan) was arrested for criminal misconduct on four other occasions prior to this incident”. Participants were randomly assigned to either the high, low, or ambiguous (control) experimental condition.

Sentencing options were also modified in Experiment 2. Because mandatory counseling and community service were not popular sentencing options in the last experiment, these category options were replaced by a “probation” option, with five levels of punishment within this category (i.e., 30 days, 60 days, 90 days, 6 months, 1 year). Moreover, prison sentencing options were extended to include ten rather than six levels of punishment (i.e., 7 days, 30 days, 90 days, 6 months, 12 months, 3 years, 5 years, 7 years, 10 years, 25+ years).  These modifications led to an 18-point continuous scale of sentencing severity which was coded as follows: (1) verbal reprimand, (2-6) probation, (7-16) prison sentence, (17) disenfranchisement and deportation, (18) the death penalty. 

Immediately following the crime scenario, but prior to receiving the sentencing measure, participants were asked “How likely is it that this individual will commit other violent crimes in the future?”.  This question served as a continuous variable for subsequent analyses on the relationship between perceived recidivism and sentence severity. Participants were then debriefed, thanked, and dismissed.

Results

Stereotyping Analysis

A 2 (Ethnicity: Hispanic vs. White) x 3 (Level of Recidivism: Low, High, or Control) ANOVA was performed on the index of sentencing severity. Results revealed only a significant main effect of ethnicity, F (1, 129) =  6.28, p = .013, eta2 = .05, such that Hispanic defendants received harsher sentences than White defendants (M = 9.26, M = 7.99, respectively), replicating Experiment 1. The main effect of recidivism did not quite obtain significance, F (2, 129) = 2.00, p = .14, but means indicate a linear pattern of greater sentencing severity in high recidivism conditions. Consistent with this pattern, there was a correlation between measured recidivism and sentencing severity, r  =  .35, p < 0001. 

Given that a significant relationship also emerged between ethnicity and perceived recidivism, r  =  .19, p < .03, and between ethnicity and sentence severity, r  = .21, p = .013, partial correlations were conducted to ascertain whether the relationship between ethnicity and sentence severity could be accounted for by differential perceptions of recidivism in the Hispanic and White conditions. The relationship between ethnicity and sentence severity remained marginally significant when controlling for perceived recidivism, r = .16, p = .065, while the correlation between ethnicity and perceived recidivism became nonsignificant when controlling for sentence severity, r = .12, p = .16. 

Stereotype analysis

To investigate the potential role of the stereotype endorsement as a moderator of discrimination against the Hispanic target, composite scores for the three hostile-relevant stereotypes for Hispanics (hostile, violent, rude; alpha = .86) were subtracted from composite scores for the same three adjectives for Whites (alpha = .85 for three adjectives). This provided an overall index of Hispanic stereotype endorsement such that higher scores indicate more differential endorsement of hostile-relevant stereotypes of Hispanics. A simultaneous regression was performed entering ethnicity and an ethnicity x stereotype endorsement term as predictors of sentencing severity.  Results revealed that ethnicity emerged as a significant predictor of sentence severity, beta = .22, p < .04, while stereotype endorsement did not, beta = .08, p = .44.

Discussion

Evidence of systemic discriminatory bias emerged once again in Experiment 2. Further, this bias could not be accounted for by either stereotyping or stereotype endorsement. Although perceptions of recidivism were significantly correlated with overall sentencing severity, perceived recidivism did not fully explain the discrepancy in sentencing of Hispanic and White defendants. Similarly, the endorsement of negative Hispanic stereotypes did not explain discriminatory bias, as race remained a significant predictor of sentence severity even when controlling for the endorsement of Hispanic stereotypes. Study 3 was conducted to test the possibility that race led to more careful processing of the details of the crime in the Hispanic condition and that this depth of processing of the crime (rather than race per se) led to harsher sentencing in the Hispanic condition.

Experiment 3

While Experiment 2 looked at the content of cognitive beliefs, Experiment 3 focuses on style of cognitive processing as a potential source of sentencing bias. That is, an alternative account for the results of Experiments 1 and 2 is that participants paid more attention to the details of the crime involving the Hispanic defendant versus the White defendant, and that this greater cognitive scrutiny of crime details (rather than stereotyping or prejudice) led to differences in sentence severity. In a recent study, Petty, Fleming, and White (1999) demonstrated that persuasive messages from members of stigmatized sources received greater scrutiny than messages from Whites. In a similar vein, outgroup membership could have induced participants to pay closer attention to the details of the crime scenario in the Hispanic condition, thus leading to harsher sentencing in the Hispanic condition. One indication that participants might have paid more attention to the details of crimes involving minority offenders in Experiment 1 is the differential recall rate for the names of Hispanic vs. White defendants observed in Experiment 1; the recall rate was twice as large in the Hispanic condition. Alternatively, this disparity may have been the result of a distinctiveness effect, in which atypical names are more easily recalled than more common names. 

In addition to cognitive scrutiny, Experiment 3 sought to test the extent to which accountability (or lack thereof) affects discriminatory outcomes. In the previous two experiments, participants were not held accountable for their decisions in any way. Indeed, previous research has found that low accountability can lead to increased bias in many instances (Lerner & Tetlock, 1999). According to Lerner and Tetlock (1999), there are four components of accountability: (1) mere presence, (2) identifiability, (3) evaluation, and (4) reason-giving. All four of these components were absent in Experiments 1 and 2, but were introduced in Experiment 3 either at the very beginning of the study (i.e., prior to reading the crime scenario), or immediately before sentencing (but subsequent to reading the crime scenario). This timing manipulation was included to ascertain whether any effect of accountability is related to more deliberate processing of the crime details or greater care or deliberation during the sentencing phase.  

Method

Participants. Seventy-seven White college students from introductory psychology courses participated in partial fulfillment of course requirements. 

Procedure. The basic design and procedure Experiment 3 was similar to that of Experiment 2. However, all of the aforementioned components of accountability were introduced in Experiment 3. Mere presence was introduced by having participants complete the study in the presence of other students and the experimenter instead of in isolated cubicles. Identifiability was manipulated by instructing participants to write their names and e-mail addresses on the front of the packet. Evaluation was introduced by informing participants that they might be contacted by a panel of Franklin County circuit judges who would be reviewing the sentences recommended by the students. Finally, for reason-giving, participants were told that they would have to reveal and justify their sentences to the experimenter and the other participants at the end of the study. In addition, participants received these accountability manipulations in written form either prior to or subsequent to reading the crime scenario. 

After completing the sentencing measure, participants were asked several questions that served as manipulation checks or measures of cognitive scrutiny. Participants were asked: “Where is the defendant originally from?”, “What is the defendant’s first name?”, “Where was the defendant employed?”, “What was the victim’s first name?”, and “On what date did the crime take place?”. The first two questions (name and country of origin) were included as manipulation checks. If the higher recall for Spanish names in Experiment 1 was due to greater distinctiveness for Spanish versus English first names, then this same disparity should emerge in Experiment 3 for names but not for countries. However, if the increased recall for Hispanic names in Experiment 1 was due to greater depth of processing in the Hispanic condition then the same discrepancy should emerge for the recall of both names and countries.  The latter three questions were used to assess the depth of processing of crime details. A composite score was calculated by adding correct responses for these three questions. Finally, participants were asked to write a couple of sentences on what they thought the experiment was about. Students were then thanked, debriefed and dismissed.

Results

The first analysis was conducted to assess whether the discriminatory bias observed in Experiments 1 and 2 would replicate under high accountability conditions. Analyses revealed a marginally significant main effect of race, F (1, 73) = 3.29, p = .07, eta2 = .04, indicating once again that the Hispanic defendant received harsher sentences than the White defendant (M = 9.44 and M = 8.24, respectively). There were no significant main effects or interactions involving accountability order, both Fs < 1. 

Analyses were also conducted to test whether discriminatory bias emerged as a function of cognitive scrutiny. An index of cognitive scrutiny was constructed by combining correct responses to the three questions regarding the defendant’s workplace, the date of the crime, and the first name of the victim.  The rationale here is that if ethnic group membership of the defendant produced greater cognitive scrutiny of the crime, then the recall for these details should be higher in the Hispanic condition than in the White condition, and sentencing harshness should be statistically mediated by differential cognitive scrutiny between the Hispanic and White conditions. Possible scores for totaled recall for each individual participant ranged from 0 to 3. Results reveal no evidence of differential scrutiny between the two ethnicity conditions, t (75) = -1.40, p = .17.    Moreover, there was no overall correlation between scrutiny and sentencing harshness even collapsing across the two experimental conditions, r  = .02, p < .72. These results disconfirm the notion that discriminatory bias was due to enhanced cognitive scrutiny produced by the Hispanic condition.

Similarly, results revealed that the large disparity in recall between Hispanic and Anglo names was the result of a distinctiveness effect rather than depth of processing per se. A 2 (Type of recall measure: name vs. country) x 2 (Defendant ethnicity: Hispanic vs. White) mixed ANOVA yielded a significant main effect of recall measure, F (1, 75) = 22.49, such that the overall recall rate for country of origin was significantly higher than recall for names (Ms = 78% and 48%, respectively). This result was qualified by a significant two-way Measure x Ethnicity interaction, indicating that participants showed particularly poor recall for non-distinct (English) names (19%) compared to the other three name and country conditions (all > 64%).

Discussion

Experiments 2 and 3 rule out a host of cognitive variables as potential sources of discriminatory bias, namely stereotyping, stereotype endorsement, differential cognitive scrutiny, and accountability. The final hypothesis to be investigated is mental contamination. As previously mentioned, one hallmark of mental contamination is that it is an unwanted bias. That assumes that participants are willing and motivated (but possibly not able) to be fair. 

One assumption of the present treatise is that discriminatory bias occurs in spite of efforts to be fair and just. However, none of the aforementioned studies has directly tested the assumption that individuals are committed to fairness. Moreover, the possibility exists that participants are committed to general principles of fairness and justice, but are less committed to the fairness and justice when they involve convicts and criminals.  Experiment 4 measured the importance of fairness in situations involving criminals. Additionally, Experiment 4 measured individual differences in motivation to respond without prejudice (MRWP; Plant & Devine, 1999). Finally, Experiment 4 assessed individual differences in automatic prejudice, as measured by the Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1997). 

In sum, Experiment 4 directly tests, within the same participants, whether discrimination is the product of participants’ willingness to suspend fairness under certain conditions, or participants’ inability to respond in a nondiscriminatory fashion.  If it is the case that bias reflects a “willingness” problem, then discrimination should vary either as a function of individual differences in the importance of fairness and/or individual differences in motivation to respond without prejudice. However, if discrimination is essentially an “able” problem, then discrimination should vary as a function of nonconscious mental contamination, or individual differences in automatic bias against the outgroup.  

Experiment 4

Method

Participants. Sixty-eight White students participated in partial fulfillment of course requirements.

Procedure  Experiment 3 was divided into two sections—a primary session in which students completed scales and the sentencing task, and a follow-up session one to three weeks later in which students completed a measure of implicit prejudice. In the primary session, participants completed a “global opinion survey” which contained, among other items, the five-item internal and external motivation to respond without prejudice scales (Plant & Devine, 1999). Items were modified in this study to assess motivation to be nonprejudiced against minorities in general (e.g., I try to act nonprejudiced toward minorities because of pressure from others), as opposed to Blacks specifically (see Plant & Devine, 1999). Participants were also asked “How important do you think it is that accused criminals in this country receive a fair and unbiased trial?”. This question was embedded within filler questions and possible responses were: 1 = “not at all important, criminals’ rights are not a big concern for me”, 2 = “not too important, we have more important things to worry about”, 3 = “kinda important, criminals should probably get a decent trial”, 4 = “quite important, our system needs to work fairly for everyone”, and 5 = “extremely important, this is a vital topic that should deeply concern all Americans”. 

A “fairness” manipulation was introduced at the beginning of the crime scenario phase to investigate whether awareness of the potential biasing effect of race and juridical instructions not to be biased would affect discriminatory outcomes. Prior to reading the crime scenarios, participants in Experiment 3 were randomly assigned to receive either standard experimental instructions, which made no mention of race, or instructions that included a paragraph in bold letters that read: 

You should make every effort to be fair when sentencing. Prior research has shown that sentencing decisions can be unintentionally influenced by extraneous factors such as the race…of the offender. Please try not to let these factors influence you decisions.

One to three weeks after completing the sentencing task, participants were called back to take a Hispanic version of the IAT.  The basic design of the IAT involves judgments of two categories of words: Ethnicity (Hispanic or White) and Evaluation (good or bad). During the IAT participants are presented with words that are either Hispanic names (e.g., Juan) or Anglo names (e.g., John), and their task is to decide whether the name is Hispanic or White by pressing one of two computer keys labeled “Hispanic” or “White”.  Interspersed with these name presentations are presentations of words that are either positive (e.g., flower) or negative (e.g., death) in connotation. Their task for these words will be to judge wither the word is “good” or “bad” by pressing a key labeling accordingly. Reaction times to judge all words are recorded in milliseconds. The hallmark of the task is that the category labels are associated with the evaluative label, such that the “Hispanic” and “bad” key are one and the same, and the “White” and “good” key are one in the same, or vice versa. The participants then complete two blocks of word presentations in which “Hispanic” and “bad” are paired, for example, and the other in which “Hispanic” and “good” are paired. The underlying assumption in this task is that participants high in implicit prejudice against Hispanics should take longer to respond to words when “Hispanic” and “good” are paired, compared to reaction times to respond to words when “Hispanic” and “bad” are paired (see Greenwald, McGhee, & Schwarz, 1997, for full description). The IAT was included to assess the extent to which implicit prejudice account for discriminatory bias. Participants were given a funneled debriefing (to assess awareness of the purpose of the task), were thanked, and dismissed. 

Results

A 2 (Ethnicity: Mexican vs. White) x 2 (Fairness Instructions: Present vs. Absent) ANOVA was conducted with sentence severity as the dependent variable. Results revealed a significant main effect of ethnicity, F (1, 64) = 4.24, p = .04, such that Hispanic targets received harsher sentences than White targets (M = 13.31 and M = 11.94, respectively). However, there was neither a main effect of instructions condition nor a two-way interaction, both Fs < 1.

Overall, participants indicated that a fair trial was very important (M = 4.30, SD = .83). There were no significant differences in importance ratings between the White and Hispanic conditions, F < 1. Moreover, individual ratings of the importance of fairness were uncorrelated with sentence severity in both the Mexican, r  = -.19, p < .32, and White, r  = .06, p < .74, ethnicity conditions. In short, observed differences in sentencing bias were not the product of low overall commitment to fairness, nor differential fairness between the two ethnicity conditions.  

Implicit Prejudice

Analyses were also conducted to ascertain the extent to which this discrimination could be explained by nonconscious bias against Hispanics. To do this, a regression was first performed entering only ethnicity as a predictor of sentence severity, and a second regression was performed by simultaneously entering ethnicity and an ethnicity x IAT interaction term as predictors of sentence severity. As seen in the top half of Table 3, ethnicity alone was a significant predictor of sentence severity. However, as seen in the bottom half of Table 3, when the interaction term is added to the equation, the ethnicity main effect is eliminated and the interaction term emerges as a marginally significant predictor of sentencing severity, indicating that those high in implicit prejudice show greater discriminatory bias than individuals low in implicit prejudice (see Figure 1).  

To provide a further test of the notion that this bias in unintentional, participants’ scores on the motivation to respond without prejudice scales were entered into a regression analysis. To ascertain that individual differences in motivation were not responsible for results, a regression analysis was performed entering ethnicity, centered internal and external motivation to respond without prejudice scores, and internal x ethnicity, external x ethnicity, and internal x external x ethnicity interaction terms. As seen in Table 4, results of this simultaneous interaction yielded only a significant main effect of ethnicity, beta =  .25, p < .05. 

Discussion

The finding that neither juridical instructions to be fair nor individual differences in chronic fairness or motivation to respond without prejudice were related to discrimination suggests that participants were unable to avoid discriminatory bias. Strikingly, however, individual differences in automatic prejudice moderated and accounted for discriminatory behavior.  As a whole, these results provide compelling support for the notion that discrimination is unintentional and results from mental contamination.

According to Wilson and Brekke, a number of conditions must be satisfied in order to avoid mental contamination or to correct for unwanted bias (see Wilson & Brekke, 1994; Figure 1). First, perceivers must be aware of the presence of unwanted bias. Because participants in the Hispanic condition have no access to counterfactual information regarding what their sentences “would have been” in the exact same situation if the defendant were White, they may simply be unaware of the fact that their sentence of the Hispanic defendant was influenced by the heinousness of the crime and by the defendant’s ethnicity. During debriefing discussions, participants seemed sincere in vehemently disavowing any knowledge of discriminatory bias, insisting that the severity of their sentences was based entirely on the (horrible) crime itself.

Secondly, individuals must be motivated to correct bias and aware of the magnitude of their bias. Although many individuals were motivated to avoid bias, they may have be unable to do so because (1) they wrongly assumed that their decisions were unbiased or (2) they undercorrected for any suspected bias. Finally, individuals must be psychologically able to adjust the bias. Revisiting the teacher illustration, “Jones may know that biased processing has led to a lowering of Hernandez’s grade from a B to a C but may simply be unable to escape the impression that the paper is truly mediocre” (Wilson & Brekke, 1994).  Similarly, White participants may simply be unable to avoid perceiving a violent crime committed by a Hispanic defendant as being more morally outrageous than the identical crime committed by a White defendant.  

General Discussion

The present study reveals several important findings. First, it provides consistent, robust evidence that systemic discriminatory bias does exist, even in serious instances such as those involving criminal sentencing. The current findings suggest that participants (as well as real jurors) may lack the necessary normative information to calibrate sentences, even if they suspect that their decisions might be biased, and have every motivation to be fair. It is in these relatively ambiguous situations that decisions are most susceptible to the influence of nonconscious bias.  For the hundreds of participants in these studies, the findings indicate that individual intent (let alone a nefarious, grand-scale conspiracy) is hardly a sine qua non for the occurrence of collective discrimination. Aside from being theoretically paradoxical, such finding may be pragmatically problematic in terms of eliminating systemic bias or in terms of holding individuals accountable for their (unintentional) discriminatory actions. 

Although the present experiments were conducted to test processes underlying real-world discrimination, the generalizability of these findings may be limited in three important respects. First, it is unclear whether the psychological processes invoked in experimental settings are analogous to psychological processes invoked by real courtroom situations.  One difference between the real and mock contexts is the extent to which one’s decisions carry real life consequences for the defendant. There was an attempt to increase mundane realism in Experiment 3 by informing participants that their sentences would be examined by real-world judges. However, this study cannot completely rule out the possibility that there exist qualitative differences in the cognitive and motivational processes underlying actual versus mock criminal sentencing.  Moreover, it is possible that distinct processes may underlie discriminatory bias from individuals with greater normative knowledge and expertise in sentencing (e.g., legal justices).

Secondly, it is not clear whether the obtained results would extend to other types of crimes (Gordon et al., 1988; Sunnafrank & Fontes, 1983).
  That is, all of the studies reported here deal exclusively with sentencing decisions involving one specific type of crime, namely the violent assault of an innocent stranger by a Latino perpetrator.  It could be the case that discriminatory bias or mental contamination is moderated by the type of crime committed or the stereotypic fit between the ethnicity of the defendant and the nature of the criminal offense (Bodenhausen, 1988; Bodenhausen & Wyer, 1985; Fein, Morgan, Norton, & Sommers, 1997; Gordon et al., 1988; Mazella & Feingold, 1994). Minority defendants who perpetrate counterstereotypic, white-collar crimes, such as securities fraud or embezzlement may actually receive less severe sentences than Whites (Mazella & Feingold, 1994). In addition, sentencing bias may vary as a function of whether situational or dispositional attributions are made for the crime (Sommers & Ellsworth, 2000). Stereotypic “fit” or nonsconscious biases may have a greater impact when dispositional as opposed to situational attributions are made for a crime.

Finally, it is unclear whether processes underlying the present findings are specific to criminal sentencing or whether they generalize to other types of discrimination. Even within the courtroom there may exist qualitative differences between cognitive processes underlying guilt decisions and punishment decisions (Greenberg & Ruback, 1982; Johnson, 1985; Nickerson et al., 1986; Sweeney & Haney, 1992).  By the same token, there could certainly exist qualitative differences in the cognitive or motivational underpinnings of bias in criminal sentencing and those involved with housing or employment discrimination, for instance. One source of these differences may involve the extent to which decisions involve continuous or dichotomous options. Another possible source of difference may include the extent to which the perceiver is directly affected by the decision.  With respect to housing discrimination, for instance, self-interest or social norms may play a more important role than attitudes per se (conscious or automatic) in determining discriminatory behavior. A White family may be unwilling to buy a house in a predominantly Black neighborhood (or oppose the sale of a home to Blacks in their predominantly White neighborhood) due to the primarily economic concern (real or spurious) that the property values will diminish. Similarly, landlords in predominantly White neighborhoods may be unwilling to rent to Blacks not because of personal prejudice, but rather out of fear of social ostracism from neighbors. In either case, it is unlikely that these instances of discrimination would be the result of mental contamination. On the contrary, such discriminatory decisions would likely be the result of very conscious and deliberate thought processes. Although the present paper provides one potential mechanism for the emergence of institutional discrimination under conditions of egalitarianism, discrimination is unlikely to be a monolithic construct. Psychological processes underlying discriminatory bias may depend in part on the population, context, function, or form of discrimination in question. 
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Table 1

Regression for prejudice as predictor of discrimination (Study 1)

	Variables
	beta
	t
	p

	Ethnicity
	.44
	1.94
	.055

	Ethnicity x Cognitive Prejudice
	-.10
	-.46
	.65

	Ethnicity x Affective Prejudice
	.05
	.44
	.66


Table 2

Regression for ideological factors as predictors of discrimination (Study 1)

	Variables
	Ethnicity
	Ideology main effect
	Ethnicity x Ideology

	Authoritarianism 
	.33**
	.21
	.07

	Social Dominance
	.34**
	-.06
	.12

	Egalitarianism
	.33**
	-.12
	.02

	Conservatism
	.44**
	-.06
	-.13

	Belief in a Just World
	.25*
	-.05
	-.22


Note. * p < .02 , ** p < .002

Table 3

Regression for implicit racial attitudes as predictors of discrimination (Study 4)

	Variables
	beta
	t
	p

	Ethnicity 
	.25
	2.09
	.04

	
	
	
	

	Ethnicity
	.06
	.40
	.69

	Ethncity x IAT
	.31
	1.91
	.06


Table 4

Regression for motivation to respond without prejudice as predictor of discrimination (Study 4)

	Variables
	beta
	t
	p

	Ethnicity 
	.25
	2.03
	.046

	Internal MRWP
	.15
	1.03
	.31

	External MRWP
	-.18
	-1.11
	.27

	Internal x Ethnicity
	-.11
	-.73
	.47

	External x Ethnicity
	.22
	1.36
	.18

	Internal x External x Ethnicity
	.09
	.69
	.50


Figure Captions

Discrimination as a function of Ethnicity of Defendant and Implicit Prejudice. Experiment 4.
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� I employ the term “institutional” or “systemic” to refer to overall, systematic discrimination by a (dominant) majority group against a (subordinate) group. This can be distinguished from “isolated” discrimination, which involves specific incidents affecting individual members of a subordinate (or dominant group), but does not necessarily characterize treatment of the group as a whole.





� Belief in a just world was measured in the global survey used in Experiment 4, but data are reported in Experiment 1 for continuity purposes. This dimension was measured through the composite of three items: “Overall, the world is fair and just”, “Everyone is American society has the same opportunity”, and “Discrimination is no longer a problem in society, everyone has an equal chance”.  





� Because the vast majority of the previous research on racial bias in criminal sentencing has focused on African Americans, the present line of research sought to extend the literature by investigating the existence of bias against Hispanics, now the largest and fastest growing ethnic minority group in the United States. There was also a sexuality manipulation in Experiment 1 in which the sexual orientation of the female target was crossed with ethnicity of the victim. However, this sexuality manipulation produced no main effects or interactions and was subsequently dropped from all subsequent experiments. 





� In addition, regressions were performed entering cognitive and affective prejudice main effects as well as the interactions. In a simultaneous regression, none of the terms obtained significance, all ps > .22, while in a stepwise regression only ethnicity of defendant emerged as a significant effect, beta = .33, p < .001.





� The authoritarianism, social dominance, and egalitarianism scales showed evidence of good internal reliability in all cases, alpha = .86, .79, and .83, respectively. These variables were centered for regression analyses. Forty-eight participants identified themselves as Republicans, 20 as Democrats, and 28 as Independents (four participants did not respond to this question). Because of the relatively small sample of Democrats, subsequent analyses coded Democrats and Independents as 1 and Republicans were coded as 0. Political conservatism was operationalized as political party affiliation because students generally possess a limited understanding of the concepts of liberalism and conservatism. There were no significant effects of gender.








� Additionally, the specific minority group membership of the defendant may have a impact on whether discrimination is obtained and the nature of this discrimination. All of the studies here intentionally focused on Hispanic defendants, but it is unclear whether they extend to African American defendants, for example. Further, regional norms or stereotypes may determine the quantity and nature of discrimination against a particular minority group.
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